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3 Executive Summary

This document defines the Architecture Design Redeafor the Celtic MEVICO project. The scope dmal ¢ontext of
MEVICO project are summarized to recall the businelsivers. An overview of Evolved Packet Core (EPC)
architecture and the related network elements aseribed. The evolution of the network traffic amshge scenarios
are the guidelines of MEVICO to generate a moriiefit mobile architecture for the LTE (Long Termdtution) and
LTE-Advanced radio access systems of 3GPP.

The MEVICO architecture is based on requiremenised to different aspects (usage and operatigreaformance,
network management, mobility, scalability, relidlyjl availability, security, charging, energy eféacy, traffic
management).

These requirements allow identifying Architecturdiallenges related to the different topics (netwdokology,
mobility, network transport and management, trafi@nagement, applications and services).

This release of document includes technology smistiselected based on the relevant KPIs. The ttadiae are
mapped into different architecture topologies. Thisase contains the coexistence analysis okttfenblogy solutions,
but not yet the further analysis which leads tofthal architecture evolution recommendations.
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4  List of terms, acronyms and abbreviations
Generally the 3GPP used terms are used in thisnaeatjl1].

Clarification of used terms in the document

Access Point Namel  In 3GPP, Access Point Name (APalyeference to the Gateway GPRS Support Node
(GGSN) or Packet Data Network Gateway (P-GW) taised. In addition, Access
Point Name may, in the GGSN or P-GW, identify theket data network and
optionally a service to be offergd]

Application The group communications will include a varietynadiltimedia application types so

agnostic group the solution that enables the group communicatstwadl be application-agnostic.

communications

Busy Hour In a communications system, the slidiGgr@inute period during which occurs the
maximum total traffic load in a given 24-hour petio

Connected A subscription that has one IP address assignedable always-on feature.

subscription

Device A physical entity with communications intaré that requires an active subscription [to

networking infrastructure to establish a connectidmere is an endless list of devices
e.g. smart phones and other mobile phones, laptiipsJSB dongle or integrated
wireless interfaces, vehicular network with sevenaltimedia devices, home network
with sensors, actuators, home devices such ag@itame, Video-on-Demand
players, Home GWs, etc., vehicular devices sudh-aar multimedia player, game
console, etc., other devices associated to thesuséras personal sensors, body
network, etc.

Dynamic resource | The network shall dynamically reconfigure providiawdditional bandwidth to traffic
allocation demands.

Fixed broadband | Wireline connection enabling speed >1Mbps per user.
data connection

Hyperconnectivity | Use of multiple means of commatiicn, such as email, instant messaging, telephane,
face-to-face contact and Web 2.0 information sewidlso a trend in computer
networking in which all things that can or shoutenunicate through the network
will communicate through the network.

Offloading The traffic offloading in this documemteans routing away the traffic originating fro
the EPS/mobile network/mobile device onto someratleéwork such as WLAN.

macroscopic traffic | It includes all mechanisms with the primary objeetio improve efficient usage of
management network resources. Parameters for optimizationrit@straffic patterns without
detailed knowledge of individual flow attributes.

microscopic traffic | It is associated with all mechanisms with the priymabjective to improve performange
management of individual flows based on application type, upesfile and other policy related
information.

Mobile broadband | Wireless connection enabling speed >256kbps perambwide user mobility.
data connection Technologies include CDMA2000 EV-DO, WCDMA/HSPA, ETMobile WiIMAX,
and TD-SCDMA.

Mobility type Host mobility (a host changes its point-of-attachtheuser mobility (user moves from
support one host to another) and session mobility (oldisads restored when the user moves
to a new host) shall all be supported e.g. viaeggafion of mobility protocols or a
single protocol.

3

Moving network The network and its subsequent nitylyirotocol(s) must support network mobility i.e.
moving networks such as bus, cars, aircraft, PAt, e

Multi-homed Terminals with several interfaces up that allow itighbetween any IP address

Devices currently bound to the device. Multihoming is ahmeicjue that allows to be connected

to several networks; it can be used to avoid thglsipoint of failure for the network
connectivity. Most of the time, the implementatisnealized through use of
multiple interfaces
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Provider Edge

Provider Edge devices is standawt 21 2) Ethernet, which is paring with the
Customer Edge (CE) through a User-Network Interfaiél)

Scalability

Scalability in a network is the ability adapt to a change of order of magnitude of t
demand. So it is its ability to increase its capasihile maintaining its features and
performances. Not to make the confusion with cotigesssues. A congested networ|
might be scalable but just needing a capacity ujEéa existing equipments upgrad
or new equipments integration. On the other hamdtaork we can not upgrade
anymore without loosing performances or revenuesiscalable.

[

Small cell

Small Cells are low-powered in-buildiogoutdoor radio access nodes that operate
licensed and unlicensed spectrum that have a ifaoigel0 meter upto few kilometers
Types of small cells include micro, pico and feroédls, distributed radio systems wit
remote radio heads and Wi-Fi hotspots. Small eeltsused by mobile operators to
extend the wireless service coverage and/or inereesvork capacity, both indoors
and outdoors

n

Subscriber

A Subscriber is an entity (associate¢d mme or more users) that is engaged in a
Subscription with a service provider. The subsariballowed to subscribe and
unsubscribe services, to register a user or afligsers authorized to enjoy these
services, and also to set the limits relative ®ube that associated users make of th
services[1]

ese

Subscription

A subscription describes the commerelationship between the subscriber and the
service providerf1]

Network topology Network topology represents thela of the interconnection between network
elements e.g. routers, switches or other commuaitalements.
User End user, an entity, not part of the (3GPR}e3y, which uses (3GPP) System

serviceql]

User Equipment
(UE)

In 3GPP System, allows a user access to netwovicesr A User Equipment can be
subdivided into a number of domains, the domaiisgogseparated by reference poin
Currently the User Equipment is subdivided intoth€C (Universal Integrated
Circuit Card) domain and the ME (Mobile Equipmetimain. The ME Domain can
further be subdivided into one or more Mobile Teration (MT) and Terminal
Equipment (TE) components showing the connectiviitiwveen multiple functional
groups[1]. In this document UE and Mobile Device are upadallel.

vertical handovers

Vertical handover is a handdetween two different radio access technologiesdbs
not share the same radio infrastructure. For exangphandover between 3G and Wi
is a vertical handover, but a handover between GRRISHSDPA is not a vertical
handover, it remains a horizontal handover. Usaabbver with the same radio acce

v

Fi

technology is horizontal handover.

Version: 1.3
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List of abbreviations

3GPP 3rd Generation Partnership Project, bas&aiSM Technology
AAA Authentication, Authorization and Accounting
AKA Authentication and Key Agreement

ALTO Application Layer Transport Optimization
ANDSF Access Network Discovery and Selection Fiomct
AP Access Point

APN Access Point Name

ARP Allocation and Retention Priority

ARQ Automatic Repeat-reQuest

BAT Bulk Analysis Tool

BER Bit Error Rate

BS Base station

BTS Base Transceiver Station

CAPEX Capital Expenditure

CBS Committed Burst Size

CDN Content Delivery Network

CES Customer Edge Security

CET Carrier-Ethernet Transport

CIR Committed Information Rate

CMIP Common Management Information Protocol
CN Core Network

CoMP Coordinated Multi-Point

CSCF Call Session Control Function

DDMM Distributed and Dynamic Mobility Management
DHCP Dynamic Host Configuration Protocol

DHT Distributed Hash Table

DL Downlink

DMA Distributed Mobility Anchoring

DNS Domain Name Server

DPI Deep Packet Inspection

DWDM Dense Wavelength Division Multiplexing

E2E End-to-end

EAP-SIM Extensible Authentication Protocol - Suliiser Identification Module
EBS Excess Burst Size

EIR Excess Information Rate

eNB Evolved Node B (eNodeB)

EPC Evolved Packet Core

ePDG Evolved Packet Data Gateway (ePDG)

EPS Evolved Packet System

ETSI European Telecommunications Standards unstit
E-UTRAN Evolved UMTS Terrestrial Radio Access Netlwo
EVC Ethernet Virtual Connection

Fl Future Internet

FTTA Fiber To The Antenna

Gbps Giga Bit Per Second

GBR Guaranteed Bit Rate

GGSN Gateway GPRS Support Node
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GHz Giga Hertz

GPRS General Packet Radio Service

GTP GPRS Tunnelling Protocol

GUTI Globally Unique Temporary ID

GW Gateway

HeNB Home eNB

HetNet Heterogeneous Network

HIP Host Identity Protocol

DEX Diet Exchange (HIP DEX AKA)

HNP Home Network Prefix

HO Handover

HSPA High-Speed Packet Access

HSPA+ Evolved HSPA (3GPP release 7, including PAB
HSS Home Subscriber Server

HTTP Hypertext Transfer Protocol

HW HardWare

I-CSCF Interrogating-CSCF

ID Identifier

IEEE Institute of Electrical and Electronics Enggins
IETF Internet Engineering Task Force

IFOM IP Flow Mobility

I-HSPA Internet HSPA

IKEV2 Internet Key Exchange, version 2

IM Instant Messaging

IMS IP Multimedia Subsystem

IMT International Mobile Telecommunications
IMT-A IMT Advanced

IP Internet Protocol

IPsec Internet Protocol Security

IS Intermediate System

IS-1S Intermediate System to Intermediate System
ISP Internet Service Provider

IT Information Technology

ITU International Telecommunication Union
KPI Key Performance Indicator

L2 Layer 2

L3 Layer 3

LAN Local Area Network

LFN Local Fixed Node

LSP Label-Switched Path

LTE Long Term Evolution

LTE-A LTE Advanced

LMA Local Mobility Anchor

LU Location Update

M2M Machine-to-Machine

MAC Media Access Control, a low layer protocol
MAG Mobile Access Gateway

MASE Media Aware Serving Entity
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MBH Mobile BackHaul

MBR Maximum Bit Rate

MCCS Multi-Criteria Cell Selection

MIH Media Independent Handover

MIMO Multiple Input Multiple Output

MIP Mobile IP

MLB Mobility Load Balancing

MME Mobility Management Entity

MN Mobile Node

MNO Mobile Network Operator

MTM Microscopic Traffic Management

mP4P Mobile P4P

MPLS Multi-Protocol Label Switching

MPLS-TP MPLS Transport Profile

MPTCP Multi-Path TCP

MPTCP-Pr MultiPath TCP - Proxy

MR Mobile Router

MRO Mobility Robustness Optimization

mRVS mobile Rendezvous Server

m-SCTP mobile-SCTP

MSO Multimedia Streaming Optimizations

MTC Machine-Type Communications

NB Node B

NB-IFOM Network-based IP Flow Mobility

NEMO Network Mobility

NETCONF Network Configuration Protocol

NG Next Generation

NIMTC Network Improvements for Machine-Type Comruations
NMIP Not Mobile IP

NW Network

o&M Operations & Maintenance

oC Optical Carrier

OPEX Operational Expenditure

oTT Over The Top

P2P Peer-to-Peer

P4p Proactive Network Provider Participation faPP
PBB-TE Provider Backbone Bridge Traffic Enginegrin
PBM Policy-based Management

PCC Policy and Charging Control

PCRF Policy Control and Charging rules function
PE Provider Edge

PDN Packet Data Network

P-GW Packet Data Network (PDN) Gateway
PMIP Proxy Mobile IP

PMIP-RO Proxy Mobile IP — Route Optimisation

PoP Point of Presence

PPP Point-to-Point Protocol

PS Packet Switched
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QClI QoS class identifier

QoE Quality of Experience

QoS Quality of Service

RAN Radio Access Network

RAT Radio Access Technology

RFC Request For Comments

RGW Residential Gate Way

RLF Radio Link Failure

RNC Radio Network Controller

ROF Radio Over Fiber

RPC Remote Procedure Calls

SA Security Association

SAE System Architecture Evolution, LTE’s core netlvarchitecture
SAIL Scalable and Adaptive Internet Solutions
SCTP Stream Control Transmission Protocol

SDH Synchronous Digital Hierarchy

SGSN Serving GPRS Support Node

S-GW Serving Gateway

SIM Subscriber Identity Module

SIMTC System Improvements to Machine-Type Commatins
SIP Session Initiation Protocol

SNMP Simple Network Management Protocol

SNR Signal-to-Noise Ratio

SON Self Organizing Network

SW Software

TCP Transmission Control Protocol

TDD Time-Division Duplex

TEHO Traffic Engineered Handovers

THP Traffic Handling Priority

™ Traffic Management

TRILL Transparent Interconnection of Lots of Links
UE User Equipment

UL Uplink

UMTS Universal Mobile Telecommunications System
UsB Universal Serial Bus

VLAN Virtual Local Area Network

VoD Video-on-Demand

\VolP Voice over IP

VPLS Virtual Private LAN Service

VPN Virtual Private Network

WDM Wavelength-Division Multiplexing

Wi-Fi “Wireless Fidelity” a trademark of Wi-Fi Alince (IEEE 802.11 certified devices)
WIMAX Worldwide Interoperability for Microwave Aass (IEEE 802.16 standard)
WLAN Wireless Local Area Network

WMN Wireless Mesh Network

XML Extensible Markup Language
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1. Introduction

This document defines the Architecture Design Redelh Documentation fcthe Celtic MEVICO project. This is tF
D1.3Report, part of the Work Packagt This study is conducted in 2010, 2011 and 20t content is contributed |
the whole MEVICO project consortiu The document is constructed in a logical progresdipicted beloy

Section 1 introduces the scope and the context oW/ NIB project. Section 2 describes thfuture mobile network

traffic and usage scenaritisat MEVICO architecture shall supp. Sectim 3 identifies thearchitecture requirements
based on the trends and scenarios studied I Section 4 describes the architectubalienge. Based on these
challenges, Section 5 proposeshnologysolutions. The choice of MEVICO architectusgproaches is described in
Section 6.

1.1 Business drivers for the MEVICO project

Affordable, truly accessible mobile broadband hagumed with HSP. (High-Speed Packet Acce, HSPA+ (3GPP
release 7, including HSPA), and LTE(Long Term Evolution). It has blurred bodaries between mobile/fixed a
voice/data for endisers, operators and application develo

Mobile data traffic is expected to grow faster thiha fixed Internet for the coming years and whb same rate ¢
fixed Internet in the long term. Radiocess and core network must be scaled to accommduatexpected traffi
growth, especially if we consider limited revenuewgth. It will leadto access and core networks cost pres

Traffic volume/
Cost

/

/ Network cost
(existing technologies)

Traffic volume

Revenue

Network cost
(with target technologies)

Time

Voice Data dominated
dominated

Figure 1 Problem statement of radio access and core nei

The operators have satisfy the demands of the new services and ddtemeogrowth, n orderto remain competitive.
New business modelare required and redefining business priorimight also impacthe selection of network
infrastructure.

1.2 Overview of Evolved Packet Core (EPCarchitecture

In 3GPP release 8, LTE and SASystem Architecture Evolutiorwork resulted in the specification of th-UTRAN
(Evolved UTRAN) and in the specification of Evad Packet Core (EPC); both components form the (Evolved
Packet System). LTE-EPi€ the name for the long term evolution of UM
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Figure 2 Evolved Packet Core network

The Evolved Packet Core is made of three main nétentities, described if8], [4], and[5]. The user plane consists
of two types of nodes, thgerving Gateway(S-GW) and thé®DN Gateway(P-GW). The control plane is made up of
a separat®lobility-Management Entity (MME) :

TheMME_ manages all the signalling (control plane):
The S-GW terminates the user plane interface towards E-UYRA
The P-GW terminates the user plane interface towards omeooe Packet Data Networks:

1.3 Other network elements linked to the Evolved PackeCore (EPC)
The other network elements linked to EPC are tHeviing:
Legacy 3GPP access: Serving GPRS Support Node (§GSN
Non-3GPP access: Evolved Packet Data Gateway (eF3BPP AAA server;
Evolved UTRAN (E-UTRAN);
Home eNodeB;
Policy and Charging Control architecture.
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2. Network Traffic and Usage Scenarios

2.1 Mobile traffic, service, and technology evolution 208-2020

This section collects traffic analyses from the suple of years and provides some traffic forecap to 2020. The
evolution scenarios for the growth of traffic volesnand the number of users as well as the impaefipdjcation,
service and technology evolution scenarios arereave

2.1.1Traffic Data evolution

The mobile broadband subscriber and traffic voluneceease is inevitable and the future network dechire has to be
designed to cope with it. The mobile traffic glolimtrease is a consequence of several factors:tgrofithe mobile
subscriptions (e.g. growth of population, improvingng standards), evolution of the mobile netwsrklevices and
services (e.g. affordability of capable devicesabded connection speeds, low cost flat rate daaspleasier usage,
evolution of communication needs). And there isugehincrease potential of devices/subscriptiorffitravith the
Machine-to-Machine (M2M) communications.

The network needs to be optimized to maximize titeeser mobile broadband experience, minimize tbbilea device
battery consumption and ensure efficient, congeditiee network performance. Because the availatailen network
frequency bands are scarce and the utilized spesffiaiencies are tending to the theoretical limgeveral other
methods to cope with the increasing capacity demmse®tl to be utilized. Even though the regulatiopléning to
open new Digital Dividend frequencies in the comyegrs, this alone will not be able to totally sottae problem.

Some regulatory or public funding drivers can hameadditional impact on the operator interest t@#h to expand the
network capacity. There are some guidelines dramtheé European Commission Vision 2020 related gitBliAgenda
work [6], for example, guidelines defining the minimuomaoection speed targets for broadband Internet.

2.1.2Services and application evolution

The most remarkable mobile user application chghenin the future are expected to come from vidsmial
networking and M2M types of services, which expdiady will increase the traffic volume.

Video: The sum of all forms of video (including InterngY, Video on Demand, interactive video, and PeeRter
(P2P) video streaming, mobile 3DTV, etc.) will acobfor close to 90 percent of consumer traffixgfl and mobile)
by 2012[7]. The evolution of the Content Delivery Netwargi (CDN) and intelligent data caching technologiethe
fixed network side might have impact on the mobigwork architecture, mainly by bringing the contknwer in the
network and enable efficient usage of several f&dws from different content sources.

Social networking Consumers are more and more using a variety mvices to communicate (e.g. email, instant
messaging, twitter, Facebook, video, VoIP, and st bb other social networking applications) tha¢ @smix of voice,
video and messaging.

M2M: M2M communications have enormous potential (tefidillions of devices to be connected) to becoime t
leading traffic contributor. These types of sergiedll also generate different traffic time var@ts than those due to
human activity (non-busy hours, strict latency fiegments, initialization/synchronization after rgedng from a
network failure). Note that M2M devices might hdeager life cycles than the ones of handsets. Thigd be a factor
limiting new technological advances, replacing themeclaim spectrum can be infeasible.

Mobile Gaming: As the handheld devices are equipped with bétedware, online mobile gaming traffic is expected
to become a significant traffic contributor. Maimiag game stability among several mobile usersessitates the
transmission of state updates between each maobiiealwith low latency.

To efficiently cope with the challenges relatedth@se services, there is a need to consider thdlennétwork
architecture optimization to allow efficient usetirterogeneous network environments and understenimpact of
CDN technology evolution.

2.1.3Evolution-enabling technologies
The main evolutions are related to:
Bandwidth needs in radio technologies become sirtoléixed network;
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Miniaturization of radio technologies facilitatebet deployment of devices with only basic connettivi
functionality increasing the growth of machine t@ahine communications; Evolution of processing and
networking technologies: there is no clear indmativhether in the future the applications will ts=d on the
end device or on the network.

2.1.4Aspects to be taken into account
The following aspects should be taken into account:

Flat rate pricing in mobile broadband networks hatimulated many users to change their fixed braadb
access to mobile.

Users should obtain similar bandwidth capacity rdigss whether the underneath technology is wisetes
wire line.

Traffic growth in mobile broadband networks is nigidue to the evolution of the mobile networks, ideg
and services. And to a certain extent it is dua $onooth migration of users from fixed broadbarttvogks.

New traffic patterns and exponential traffic inceaoriginated from new devices that incorporate ilmob
broadband connectivity (e.g. sensors, home apm&nc

The evolution of User Interface and ways of intérecwith the mobile devices will open up the dexhdor
new applications which require higher bandwidth gaderate more traffic.

Traffic balance in uplink/downlink in the futureu@ently mobile devices are mostly consuming cotteuat
there are signs that real-time sharing (e.g. lisee&leo) can put significant traffic demand fotink.

The new service levels enabled by the hyperconngctiill place huge capacity demands on the neksor
The four key growing enablers of hyperconnectiditg: (a) the growing penetration of high-speed diaad,

(b) the expansion of digital screen surface arebrasolution, (c) the proliferation of network-etebdevices,
and (d) the increases in the power and speed ofating devices.

Context-aware mobile computing, in which applicasiocan discover and take advantage of contextual
information (such as user location, time of dayarbg people and devices, and user activity), canodce
new challenges to system infrastructure.

All available capacity will be exploited, with affdable pricing. In mobile networks, different chagymodels
(with respect to fixed broadband) shall/could bpleited, in order to share the limited radio acoegsacity,
since flat rate alone should not be the most shkaitatodel.

Net neutrality has to be respected in the servidieety and quality.

2.1.5Key metrics

There are general challenges in the mobile netviotlire trends identified in the studies carried sutMEVICO
project: Increase of subscriber amounts (with hpgtential of M2M), high increase of the data amsufariven by
video delivery), always on applications, availalilbf heterogeneous network and multiple typesntérfaces in User
Equipments (UES).

The results of the preliminary studiedone in MEVICO project show that there are sevdralers that will cause
network scalability and optimization challengeseTurrent architecture needs to be scaled accotditige growth of:

data traffic volume per user by about 3-10 timeydgr 2020 compared to 2010

number of mobile broadband subscriptions and erdsuscrease by 8-12 times by year 2020 compared to
2010, according to our internal traffic forecasts.

o when including the M2M devices even to 50 times

mobility rate (users changing their location durthg active broadband communication) will remaiousd
20-25%, so most of the mobile broadband usage talkes in stationary location.

number of network nodes, due to densification/feztpy overlay/small cell needs, heterogeneous n&svor

! Analysis of the traffic evolution over the pastay® based on statistics and data collected froferdift sources. This
information has been combined, together with fosec&rom research studies and public reports, derto provide
the estimated traffic growth up to year 2020. Themreferences are Ericsson and NSN internal nads¢dr addition
to [8].
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network signalling load. Even mobile core netwadnsalling load share of the total traffic amoune&imated
to increase moderately from 2% to 3% from 2010G2® but with the estimated total traffic, substop and
network node increase the signalling will increasasiderably

Therefore, the future mobile architecture shouldl @anong others with the challenges associated thétincrease of
traffic, mobility and signalling traffic while keépg the OPEX under competitive levels for operators

2.1.6Conclusion of the mobile data traffic evolution

Mobile broadband usage has taken off in the laspleoof years due to several factors such as inggrawetwork
capabilities, affordable data plans and the ewofutbf end-user devices. The main drivers for theeir&s mobile
broadband traffic growth are the increase of glahddscribers number, the evolution of the useradsvihat enable
easy usage of data hungry services and the ewolafithe network functionality that enables operato provide high
speed mobile services with attractive pricingslfareseen that these factors, in conjunction withevolution of the
applications in new areas, will tempt more usenstilize new devices and consume more data. Mostetflata hungry
applications are related to entertainment contikat,video streaming, social networking, mobile gagy and thus the
enthusiasm to use them depends largely on thecsetuists. The end result is that mobile broadbaaffictvolume will
increase in the future and the network architectwaution has to be optimized to cope with it.

2.2 Mobile usage scenarios

The target of this section is to identify the trenthe new technologies and drivers having an impaanobile core
network architecture. Scenarios bringing new regqugnts to mobile networks in terms of latency, digbitraffic
management, etc. have been identified.

2.2.1End user service scenarios

Fixed-Mobile Convergence

The Fixed-Mobile convergence section addressessusagnarios where there is no expected QoE differéar the end
user on whether the communications are done oxed for mobile networks. The following three useesalisted are
already defined in 3GPP.

Internet access with Parental control and persimeatall,
Voice/Multimedia and Charging,
Video.
Another use case is mass delivery of real-timeimeltia content which has specific requirements.

M2M communication and wireless sensor network scemass
The machine to machine scenarios include the fatigs:
Remote healthcare
Smart metering / industrial monitoring
Mass monitoring, mass remote control, Tracking ctisje
Automotive connectivity traffic scenarios
Internet of things and future Mobile networks

2.2.2Network (operator) usage scenarios
The Network (operator) usage scenarios includdaiaving:
Energy saving improvements
Virtualization and Cloud computing
Seamless user experience of mobile Internet ovédtipieudata GWs and multiple interfaces
Small cell deployment
Secured access by design to limit unwanted trédfimobile clients
Mass event coverage and capacity enabling withlegsemesh transport
Automatic and Secure Layer 2 Virtual Private Netikgor

Version: 1.3 Page 20 (64)



MEVICO D1.3

2.2.3Conclusions on Mobile usage scenarios

The traffic analysis based on aggregation aloneoisenough in the future application contexts. Bsgr and per
application analysis is needed for a better undedihg and optimization of traffic. Detailed knoage of traffic
patterns, including packet size and time intervais, needed to improve resource allocations andgirolite required
end-user's QoE. In order to manage the increasdfictand new applications with new requirement$E{EPC
technologies have adopted an all-IP architectuaiitiiegrates a more distributed management andsfgategy. This
architecture simplifies the network stack, but nsa#tee management more complex.
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3. Architecture Requirements

The architecture in MEVICO focuses on the evolutadnthe mobile packet core network for the LTE (goherm
Evolution) and LTE-Advanced of 3GPP. MEVICO willugsty and define system concepts to enhance the &dolv
Packet Core (EPC) of 3GPP in the mid-term in 20@142towards the requirements that are challendiegpacket
connectivity capabilities.

The project will focus on the network aspects tmptement the research and standardization (3GP&§dy ongoing
for defining and standardizing a new radio systéeflAdvanced as the next step of the LTE radio teldgy in 2010.

The project will not address the radio interfacgeass, but will rather enhance the network architeg higher bit rates
and higher capacity. Nevertheless, the peculiarigind limitations of the radio portions are refecinto the core
network and those impacts will be therefore adeém@ss the project.

As an example of requirements, we will focus onftiilowing illustrative and challenging video sezgs to show that
the architecture covers all the spectrum of potérgervices, namely Internet TV, VoD, Personal Bazesting and
Interactive Video. The MEVICO network will expldiieterogeneous wireless access to deliver medi&mciotat mobile

customers. MEVICO will focus on LTE Advanced andr&léss Local Area Network (WLAN) access co-operatis

depicted in the figure below:

Mobile Network Provider Content Provider

<
E%’rg" ~—_ Internet TV_

-

Video \ —————
Content &
Services

Content &
Services

P
7 Personal
Broad casting

Other Mobile
Network Providers

Me\g
terminal \_/‘ K_/‘

local global
mobility mobility

Figure 3 MEVICO possible network vision for imprayivideo service efficiency

The main requirements for the future mobile netwatke the following:

Enabling the efficient use of the heterogeneousvort capabilities, like multi-access (several sitankous
parallel paths, fixed-mobile, convergence) and imadte (several overlapping alternative Radio Access
Technologies (RATS)).

0 This requires an efficient and optimized way ofestihg/utilizing the multiple available paths,
because, until now, the mobile device is not abled active simultaneously on all RATSs.

o Use of multiple interfaces brings new challengesdifferent functions: Identity Management,
security/privacy-preserving methods, charging, ldwiterception, etc.

End user Quality of Experience is the key drivardhitecture evolution.
o Architecture related capacity bottlenecks shalabeided (i.e., the scalability has to be ensured).
o0 Latency and throughput need to be kept optimal vihefic load is high.
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o “Always On” applications need to be handled optimalithout causing extensive load to network
signaling.

Implications from the new, very high capacity radixess network topologies — like LTE and Wi-Fi 802 -
shall be taken into account.

Cost optimization needs to be addressed with éaoe she operator’s revenue increase will be modestto
the widespread flat rate model...

Traffic optimizing concepts under study for the det Internet, e.g. to access the content cachedtodhe
user, Information Centric Networking/Content DefliyéNetworking concepts, shall be studied to underst
their impact for optimizing the mobile network aitelcture.

In the subsequent sections, we will list all theuieements. The requirement numbering stems fronvNIB-internal
requirement structuring. Only the requirements withy high and high priority are taken into account

Arefers to Architectural requirement
F refers to Functional requirement
N refers to Non-functional requirement

3.1 High-level requirements — user and operational asppts

The requirements in this section shall secure tthatnetwork provides mobility functionality withiand across the
different access systems.

A5.1.1: Heterogeneous transport technologies

The packet transport service architecture must aupgpeterogeneous transport technologies at adlldesf network
hierarchy. Multiple technologies - some of thoseusti provide long-term compatibility for M2M whet¢E usable life
time can be significantly longer than mobile phonasmart phone.

A 5.1.2: Multiple operational domains
i.e. segment, technology and operator domains.

A5.1.4: Topology diversities for network architets

Network architecture must allow EPC functions dlsttion to be close to the devices from the acgesst and the
possibilities of different topology architecturesishbe from fully distributed (close to the endryise centralized.

A 5.3.1: QoS guarantee

In the network it must be possible to guarantee @oSupport e.g. Voice/Multimedia and Video accoglto service
level agreement policies.

A 5.5.3: Support for Disparate Wireless Technolsgie

The networks must support roaming over heterogenacuess systems, systems built upon e.g. inteegdocellular,
WLAN, Bluetooth, and satellite networks, within ooperator domain

A5.6.1: IPv4 / IPv6 Cross-Family Communication
The network must support interoperation betweed l&wd IPv6 i.e. support cross-family communication.

3.2 Performance requirements

Network performance needs to satisfy the demandbeohew services and data volume growth, if opesavant to
remain competitive.

A 6.1: Optimized architecture for content delivery
The mobile network architecture shall be optimif@mdcontent delivery methods.

A 6.4: Low latency
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The network shall provide low latency to enablel igme network functions. This is specified in 3GRPB “The
maximum delay should be comparable to that fordigkeoadband Internet access technologies”.

A 6.7: Synchronization

The network shall provide Clock synchronization nsilg transport over packet network to enable aceurat
synchronization of mobile Network Elements (NE).

A 6.8: Mobility type support

Host mobility (a host changes its point-of-attachint® the network), user mobility (user moves frome host to
another), and session mobility (old session isorest when the user moves to a new host) shall peosted. Session
mobility (old session is restored when the user esow a new host) shall be supported e.g. via gneggtion of
mobility protocols or a single protocol.

A 6.9: Device characteristics

The network shall allow taking advantage of M2M ideg with pre-defined characteristics like Mobilifiked device,
devices with low or high mobility; and Traffic pits.

F 6.1: Small cell signalling optimization

It shall be possible to minimize the signallingdoeaused by deployment of small coordinated cellthe network
architecture.

F 6.6: Multi-elements connectivity
Transport service shall support efficient low-latgpartial mesh connectivity between Mobile Netwel&ments.

N 6.1: Dynamic resource allocation
The network shall dynamically reconfigure providimdditional bandwidth to large short-lived traffiemands.

3.3 Network management

Network management deals with operation, administramaintenance, and provisioning of the netw@k. top of
these normal tasks special attention should betpaite large number of new device types attacbabe network and
energy efficiency aspects in the core network aigjiothe largest potential here is in the accessarks.

F 7.7: Flexible network operation

The management solutions shall enable and suppemetwork to adapt to the changing network usggg. flexible
bandwidth allocation would make it possible to adhp network resource usage efficiently to theywey traffic load.

F 7.8: Efficient network monitoring

The monitoring solutions shall provide accurate sneaments for (self-organizing) management solatidie tradeoff
between accuracy and monitoring traffic shall béntaéned.

3.4 Mobility requirements

Mobile-Fixed network mobility, Multi-radio (LTE, HSA, Wi-Fi) and Multi-layer (Macro, Micro, Pico, Fem
multifrequency) support in combination with theffimgrowth adds complexity to the mobility functiality and this
should be reflected in the mobility requirements.

A 8.1: Seamless Handovers

Network handovers between different accesses kbalvhen required, fast enough to support the egipdins without
change in service capability, security or QoS.

A 8.2: Optimized mobility protocols
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Mobility protocols shall bring optimized routing @minimize data overhead.

A 8.3: Protocol interoperability
The mobility and multi-homing protocols shall ersimteroperability with IP based protocols.

A 8.5: Context Transfer

Networks shall provide transfer of session paramdtethe new roamed network without interruptinrsérvice and re-
initialization of the session parameters e.g. (R urity.

A 8.7: Selection of Mobility protocols

Several mobility protocols might co-exist. It shbhl possible to select the mobility protocol foreanaffic flow, to
dynamically select and activate a mobility ancltorlynamically configure the anchor selection cidte

A 8.9: Small cell mobility

The network architecture shall be able to suppdtrabbility and service continuity between small iwboated cells
(such as picocell), and between small coordinad#ld and large coordinated cells.

A 8.11: Mobility between heterogeneous radio tetbgies

Mobility between WLAN and LTE wide area must be goged (where WLAN could be considered as uncoateih
cells).

A 8.12: Support of moving networks

The network and its subsequent mobility protocatisst support network mobility i.e. moving netwogkgh as bus,
cars, aircraft, etc.

35 Scalability requirements

It is important to have a scalable solution to bke @o take care of the different traffic growttesarios.

A 9.1: Small cell support
The network architecture must be able to supptatge number of small coordinated and uncoordinaé&id.

A 9.4: Signalling scalability
The signalling traffic induced by the mobility poabls shall be independent of the number of trdiifie/s per user.

A 9.5: Robust network

The network must be robust, optimized and desigaodtndle future mobile data bandwidth consumpdiod growth,
driven by QoS-aware services.

A 9.6 Device addressing
The network must be able to uniquely identify adnagmber of devices, i.e. this may require a nedvessing method.

N 9.3: Scalability of management solutions

The number of nodes in the LTE-EPC is very high tiedmanagement solutions shall operate so asafuleescalable
operation.

3.6 Reliability and Availability requirements

The increasing possibilities to connect peopleyghj etc, to distribute functions e.g. cloud cormgtadd more and
more services that rely on the network and thusrureasing requirements on the network reliability broad sense.
The new architecture should meet the needs of thewevays of using the network.
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A 10.4: Application agnostic group communications

The group communications will include a varietynadiltimedia application types so the solution thaldes the group
communications shall be application-agnostic.

A 10.6: Interfaces availability information
There shall be a mechanism, either mobile or nétwdginated, to find available interfaces.

A 10.9: Support for Multi-homed Devices

The mobility protocol shall address multi-mode tarafs (i.e. terminals with several interfaces updl allow mobility
between any IP address currently bound to the devic

A 10.11: Routing loops avoidance

The architecture shall prevent routing loops inecsisgle routers and terminals have multiple atteeaiit points to the
network.

F 10.2: IP flows routing
Packet content determines the associated flowtsnddtwork should enable routing based on IP flow.

3.7 Security and privacy requirements

The emergence of the new networks comprising cagivgr technologies, different access technologied an
environments mixed of computation and communicatiequires new and strong security solutions (idicig privacy,
authentication, need for encryption,...)

A 11.2: Protection against cyber-attacks

The system must provide a protection mechanismitigate various types of cyber-attacks: Denial-efaice (DoS),
Man-in-the-Middle (MitM), IP address spoofing, rapland redirection attacks, and identity theft tbat.

A 11.3: Strong Mutual Authentication

The communicating hosts (i.e. terminals and netwookles) shall be mutually authenticated as belgnginand
allowed to join the network by a trusted third part

A 11.5: Address Ownership

The system shall verify address ownership of eamhilynclaimed address before using it, to preveainfipossible
address stealing and redirection attacks.

A 11.9: Location and Identity Privacy

Third parties must not be able to keep track obst ko know its present location and past histdrgotivities. Nor must
the identity be revealed to possible listenersattvork traffic. This requirement must have excamias described in A
11.10

A 11.10: Lawful Interception
The system must take into account a possibilityeqtiired legal interception of traffic in the netkio

A 11.15: Network isolation

Transport service shall assume that there will tidpdete isolation between client and transport péte + between
different client networks.

A 11.17: Node identity
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Identity of a device, and therefore its authentizashall be based on globally unique identifier.

A 11.18: Control plane security
The transport service shall be able to protectritegyrity and confidentiality of control plane tfiaf

A 11.19: Secure Zone-Based Authorization
The network shall authorize access to the usersdbas preset secure zone definitions and theirsaqoalicy rules.

A 11.20: User profile based secured zones

The architecture shall allow definition of securitpnes where users are granted access based onptbéie
information.

F 11.1: Ensure Network neutrality

Network neutrality according to country specifigé requirements shall be ensured. The networkldHmaiflexible to
fulfil specific legal requirements.

F 11.5: Device disconnection
Allow M2M disconnection of devices when tamperitfigft or fraud detected.

F 11.7: Unwanted traffic avoidance
Packet network shall support security to avoid umed traffic e.g. spam or traffic generated fronio@us nodes

F 11.8: Multipoint VPNs
The network shall support multipoint-to-multipofine. full mesh) VPNs

3.8 Charging Aspects

The network shall support various charging modettuiding all those supported by the 3GPP systertagued within
TS22.115 and be able to support introduction of méarging schemes including online and offline sebg, and
charging schemes for the multi-access system envient.

A 12.1: User profile extension
The user profile shall include information abouaiding schemas access type, technology preferenteation.

F 12.1: M2M Charging

Introduce Machine Class Subscription Identifiers2N#l charging model should allow reduced overhead simall
payloads. Count traffic to and from the serverhatnetwork boundary. Allow charging for groupsdefices.

N 12.1: Operator legal aspects

Preserve the ability of an operator to fulfil olalitpns towards regulators and government authsritieguarantee
secure authentication and billing

3.9 Energy efficiency

The specification of new architecture design maketinto account energy-efficiency issues. Accesse network and
backend "cloud" efficiency should be consideretbtal energy efficiency.

F 13.1: Minimize device battery consumption
The network architecture shall minimize the mobiévice battery consumption.
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A 13.2 Low consumption mode
The network elements should be able to go intodaergy consumption mode when possible.

3.10 Traffic management

Traffic management and engineering cover all messto dynamically control and optimize traffic flevin a network
domain or in a global view of the Internet, aimisigensuring a maximum throughput and sufficient Quf& for the
users. In order to achieve this goal, traffic mamagnt includes methods and schemes for dimensipoahgission
control, service and user differentiation and faluesilience as well. The specification of the ME® architecture
should meet these needs.

F 14.1: Application-awareness
The traffic management must be able to provide méamtraffic classification based on applicatigpés.

F 14.2: Support for macroscopic traffic management
E2E traffic steering, usage of proper on/off switghcost function, uplink bottleneck detection &lldreathing,

F 14.3: Support for microscopic traffic management
Support for multipath flows, QoE support in roamuage, cross-layer interference detection by trafidnitoring.

F 14.4: Improved content resource selection & aaghi

Peer or storage selection optimised for mobile péte; resource partitioning, unfavourable resowsage detection,
P2P transit traffic reduction.

F 14.5: Support for deployment of new network reéses and upgrading processes

Whenever possible, new resources should be intdyrist a self-organizing and seamless way. The rnesson
capacities should be easily adaptable to steautilgasing traffic within a sufficiently wide scalkily range.
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4. Architecture Challenges

Based on the requirements (section 3), the ar¢hiechallenges, taken into account in MEVICO pebjare related to
the overall mobile architecture not only trafficgémeering, and deals with the following aspectspitiuced briefly here
and discussed further below:

Network topology (scalability challenge)
o Target: flexible topology
o Constraints: heterogeneous access networks, Stbfanoe, PCC architecture...

Mobility
o Target: diversity of connected devices and accessarks handling...
o Constraints: load balancing, heterogeneous netaoekses, multipath routing...

Network transport
o Target: overcome cost crisis, new synchronizaté&muirements support, multiple traffic flows diffatation...

o Constraints: strict mutual timing requirements kegw BTS, various migration paths support with déffe
technologies...

Network management
o Target: SON implementation, common management sy&iedifferent RA technologies.

o Constraints: SON potential conflict with transponetwork management. Co-existence of different
technologies. Distribution of the architecture...

Traffic management

o0 Target: QoS differentiation; connection managenwmr multiple flows, massive multimedia transmissio
optimisation, efficient offloading techniques, sstiton / off schemes of networking equipments...

Network applications and services
0 Target: M2M related challenges (group addressingengygy efficiency challenges, efficient resoursage...

In general there is always some trade-off betwesfopmance and functionality.

4.1 Network Topology related challenges

The most important challenges concern the scatalofi the network that can be ensured among ottersvby an
adaptive/flexible topology, against different paeers such as traffic load, subscriber density, bemof network
connections and signalling transactions.

Due to LTE radio throughput enhancements and neartgpmone applications, the mobile network busyrhou
data traffic volume is expected to increase uhéotéen fold in the next 10 years, so that a nevkiend /core
network topology might be required to increasertévork throughput capacity.

In the same time, due to the increase of the mdivdadband subscribers number and due to the inttioch

of M2M devices with mobile network connection, thetwork topology will have to be adapted against th
density increase of attached User Equipment (UE) @mat especially as a default EPS bearer will be
systematically created for each new attached LTE UE

As the new EPC network aims at supporting both eosational and classical data traffic, Quality ef\ce
mechanisms will have to be able to handle this dnighlumber of network connections per UE. This might
induce a change in network topology.

If the increased need for access network throughpdt session handling capability leads to cell itens
increase (huge number of Femtocells for instandb)s will cause potentially bottlenecks for the
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communication or the signalling transactions witthe centralized gateway and servers that handkalityo
and service provisioning, once reached the netwhmkients capacity upgrade limits.

The scalability issues of the mobile network widlpgind on the capacity evolution of the EPC nddempared to the
network load increase for each of the above parnsmieAn additional challenge is to identify from BBX and OPEX
point of view the most appropriate EPC nodes laatithbn from a centralized to a distributed architez, and that will
enable to eventually distribute further the EPChiecture. The proper distribution of the EPC nodékhave to take
into account the following parameters:

In the case of heterogeneous access networksptkenodes optimal positioning for LTE networks arah
3GPP networks might not be the same since theoseasiount, the traffic bandwidth, the handover detty
or even the service types profile might change wdelE is connected to 3GPP and non 3GPP accessrketw

Content and cache servers are getting deploydteatdge of the fixed networks, so that a distrdsutf the
mobile network could permit to merge fixed and ni@libntent and cache servers.

Centralized mobile networks permit the use of cuited accounting devices in order for a mobile afmrto
propose offers for its customers, whereas theildigion of the mobile network requires the useesfsl costly
and by the way less accurate and more standardiaticg features.

The complexification of sGi interface/APN managetffle@C architecture/company connections...

4.2 Mobility related challenges

The increase in the number of connected devicesygity of access networks, and the resourcesdimits pose real
challenges on how the network will handle secutisers, and flows contexts. This together with ékpected data
traffic growth will have a serious impact on flowsrformances when considering the current censr@dlarchitecture
approach and existing mobility management and mgugirocedures (e.g., bottlenecks, overloaded aauetsgorks).

Specifically, the following challenges are of caldmportance:

Anchor-based mobility management protocols (MobileProxy Mobile IP, etc.) for non-3GPP accessés re
on centralization of all traffics towards a unigaechor wherever UEs are currently attached (patintiar
from the anchor). Mobility of UEs will lead to cddsrable amount of traffic routed throughout theeco
network to the centralized anchor.

Some UEs applications need regular access to therie which is often referred to as the “always-arode
even if no user data is to be transmitted. Thismad¢hat some traffic still passes through the P-&\f P-GW
load balancing is difficult to perform.

Current network devices may have several interfabés to get access to different types of netw8(k, (Wi-
Fi, etc.). When one access network is overloadedjight be possible to redirect traffic to othercess
networks or to perform multipath routing.

A decentralized architecture with multiple extergateways is a relevant approach to distribute otwesources and
to handle scalability issues. However, it is expddhat the multiplication of GWs will also leadrtmre frequent inter-
GW handovers. Therefore, mobility management smhstiand security mechanisms have to be adapteopt® with
this phenomenon.

In some cases, UEs communications do not requity:tHe support of a specific (L2, L3) mobility
management protocol because it is handled at antstper (e.g., application layer with SIP) or besaWEs
are mainly static (e.g., M2M devices, sensors, htooation, etc.), (2) seamless mobility supportrassport
protocols are able to handle packet loss (e.g.,)TB&wever, at attachment all UEs are handled aaticaly
by most current mobility management protocols, ilegdlo wasted network resources for the above tieghic

When moving from one un-trusted access system dthan (like between two different WLAN networks), a
considerable delay is introduced by setting up & security association. Furthermore, the curremt of
IKEv2 in EPC can lead to overlapping (encapsulat®dec connections. E.g., in case of initializimgl&S
session through a 3GPP Wi-Fi access, an IPseciasisnds established both on the network level andhe
SIP signalling level, resulting in overprotectiomdasignalling overhead between the UE and ePD@ase of
trusted WLAN access IKEv2/IPsec is not used becthessecurity control is made on layer 2 betweendk

2 Note that several vendors already present highaitgpiégures, there is an order of magnitude of om#lion for simultaneous active users per
MME and/or S-P Gateway.

% Inter-RAT traffic steering/load balancing can eealhis by querying the radio Call Admission Cohwbthe nodes in the other RAT (requires that
CAC is implemented and enabled in those systemgyarollecting load indicators used by the interfRad Balancing (requires that LB is
implemented and enabled in those systems); théealgal is then the multi-vendor/multi technology ieowment. See also IFOM, PMIP, ANDSF,
SON and the type of architecture.
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and the non-3GPP access point. Hence for that Soetha IPsec overhead problem does not exiss Upi to
future scenarios whether the handover between stetftnon-3GPP access is relevant. There are stiltases
where the operator is not aware of the availableFiMA\Ps. It may be the case for enterprise netwdoks
example.

Paging enables to reduce energy consumption smdtinecessary for the MN to be permanently cardeo
the network. In EPC the paging requires that the N a specific allocated ID (the GUTI most of tinee).
In a distributed architecture, this ID might charfgequently. Current paging procedures — operatihgn
packets are coming in - would be non optimal wistributed MME or even unfeasible. Paging and Liocat
Update (LU) procedures should take into accountupeoming multiplicity of gateways and interfacesr p
active UE to extend and improve the performancedlefmode management procedures.

To improve user experiences, the EPC might propofamice its policy of vertical handovers towards
networks with higher available resources. Some EEs able to connect to several types of accesses or
networks (LTE, Femto, Pico, WLAN, etc.) and so, tperator could have in the core network, functitins
support smart vertical handover. Some of these tiume already exist (e.g., 802.21, and for
selection/reselection: ANDSF) but they need tapgraded accordingly.

To leverage all those benefits, mobility managenpeatocol should be extended to support new typéses (moving
networks, M2M, etc.) and optimized to reduce rogitpath lengths. Meanwhile, new routing solutionsusth be
overseen to better handle UEs mobility.

Existing mobility management protocols do not alpgort moving networks (train, bus, aircraft, cdrsats,
etc.). Those networks are interfaced by one or mmkile routers and provide connectivity to sevétak
Anchor-based mobility management solutions suffemf triangular routing (the routing towards the laarc
when two UEs are close to each other). Such sumaptouting has to be handled to improve network
resources usage.

Future routing solutions may require new locatomaapaces and routing mechanisms. Introduction wf ne
locator types and routing mechanisms specific ¢oititra-domain should be supported independertiy fihe
identifiers used in the service stratum, and withpfluencing inter-domain routing.

4.3 Network Transport related challenges

Due to Internet and peer to peer services, théidriads increased heavily but the flat rate tapiftvents revenues to
grow in similar pace to cover the increasing coBisw innovative Mobile Transport solutions, posgibiptimized
together with future mobile systems (LTE-Advanced aeyond), are needed to overcome the cost émgistransport
point of view. These changes consist of certaihigecture changes as follows.

A flat architecture of LTE, i.e. moving radio controller functions tioe BTS, affects a lot the quality and performance
requirements to MBH transport. The delay sensitbgps do not necessarily exist anymore between 8 Biid its
controller. On the other hand new synchronized irierfaces may need very strict mutual timing reguients
(microsecond level of phase/time synchronizaticcueaicy) between base stations.

Sometransport node functionalities can be integrated tothe base station(e.g. Ethernet switching), when BTS
functions like a part of normal MBH solution. Switng and some network management functions areigdilysinside

a BTS but they are part of E2E MBH concept.

Some BTS internal interfaces can be brought outesttehded by fibre where available; BIS is split in two parts—
centralized base band processing node (BB Hoteldatributed antenna RF heads.

Thenew LTE X2 interface between the adjacent base stations (eNBs) of If€Eitacture is used for handover (HO)
negotiations (control plane) and data forwardirggfuplane) caused by the handover process.

The energy consumption, CAPEX and OPEX will incesadth the bandwidth.

The size of addressing and routing tables willéase with the number of end points, thus the diggadtverhead will
also increase.

The transport network needs to support variousatimn paths with different technologies (e.g. Garfsrade Ethernet,
MPLS-TP, IP/MPLS, PBB-TE, etc.

Multiple topologies (i.e. centralized or distribdjeshould be supported by the transport network.

The security concept management should be developedmore dynamic environment (re-negotiation e€uity
parameters etc.)

The importance of the horizontal X2 interface migttrease

o Some RAN related new features might need to ineréfzes transported data and set strict latency reqpgnts
for the X2 interfaces between the eNBs

Version: 1.3 Page 31 (64)



MEVICO D1.3
0 The amount of X2 peers increases with the incrgeasmount of eNBs

The Network Transport related challenges are thewing

The transport network should allow the possibility be shared with co-sited base station from dfier
operators.

New synchronization requirements have to be supdort

In order to share the transport network betweertiptelloperators or in order to differentiate vasauaffic
flows both IP addresses and VLANs play an importaté so the transport network should be able tuwlea
them efficiently.

Ethernet is widely deployed in core network and iieobackhaul so it does not only require point tnp or
point to multipoint but also multipoint to multigdiconnections.

The sharing of functionalities between L2 (i.e. &tiet switch) and L3 (i.e. IP router): routing aattressing
are based on IP at L3 but Ethernet is implemergarg of that functionality.

The transport network needs to provide secure camuations so Ethernet needs to address securiySec
is handling the security, thus it has some perforceampact.

The Transport network needs to differentiate mldttpaffic flows with different QoS.

The transport network needs to support the requiggzhcity according to the expected traffic as vasll
maintaining acceptable delay.

The transport network should provide plug and playctionality to allow integrating new eNB when dee
due to capacity or when changing technologieserettisting eNB via SW upgrades.

4.4 Network Management related challenges

The evolution of the RAN introduces new requirersdffior instance, CoMP and strict requirement onXBenterface)
and increases the complexity of network managenhatneeds to deal with the co-existence of diffetechnologies,
e.g., RATs (HSPA, HSPA+, LTE, LTE-A, Wi-Fi). In attidn, distribution of the architecture increashe humber of
network elements to be managed. SON (Self Orgapikietwork) for LTE RAN provides several featuregimizing

radio resource usage and automating radio netwetlps. SON will help simplifying transport setup fioetwork
elements (e.g. femto/micro cells). Related to SCiisgures, the following items bring some challengethe mobile
network architecture:

The radio SON features are transport agnostic, tteis operation may unintentionally conflict wittansport
network management.

The number of nodes in the EPS (eNBs, GWSs, IMSessy\content servers, routers, switches, Femtocell

GWs) is very high and the management solutionsldrenable scalable operations. Furthermore, thease

of M2M subscriptions and M2M generated traffic ntoring requirements might set new challenges to

scalability.
With the common EPC for multiple radio accessesaiBGPP inter-RAT handovers need to be improved fo

balancing load between RATs coexisting over theesaoverage area. In the same way, hand-overs betwee

3GPP and non 3GPP accesses (e.g. LTE — Wi-Fi) cavide boost in performance of the network as
perceived by the user and improve resource usagddad balancing).

Different RA technologies (HSPA, HSPA+, LTE, LTE-Aill coexist for a significant time and it woulceb
uneconomical to build separate mobile backhaul anagement system for each of them, thus thesedsheul
able to handle the traffic and management functaiike RA technologies efficiently and allow simgyiof the
bandwidth without unwontedly privileging one custmover another.

4.5 Traffic management related challenges

As mobile and wireless communication architecteeslve toward broadband multiplay and multimediawvaeks, the
demands for solutions on the infrastructure in@e&sgacy voice, and novel data, video and othpliGgiions are to
be served on the same network, simultaneously. Acha terminals (i.e., smart phones, tablet PCsadimelr mobile
devices) are spreading and consuming more and neiveork resources by running their multimedia aggilons and
services. Consequently, the needs for availablelegs bandwidth will constantly increase and LTHLA networks
will likely follow the same path as wireline netvisrin the past resulting in a significant expansérCDN and P2P
traffic volumes.
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In such a fast development it is essential thatn#tevork must be aware of each application’s tratffpe and enforce
traffic management and control (i.e. priority, riogt bandwidth, etc.) required for ensuring imprdv@uality of
Experience for every user anytime and anywhereusg that mobile and wireless communication systeame
application-aware, operators can achieve flexiloleptation to any new application and traffic pattas soon as they
emerge in the future. Operators need to instadictiffe management tools to control every traffimponent using QoS
policies, prioritised access and admission contsahdwidth allocation schemes, traffic shaping eatd control, and
flow based processing. Only such an active, advhiredfic management will ensure that operators mavide cost-
effective data transfer with real-time multimediaformation over heterogeneous access architectofefture
networking schemes.

Based on these considerations the main traffic gemant related challenges identified in project MIEW are the
following:

Satisfy user experience with minimum of infrastruetresources and still be flexible to handle thesgble
large variation of traffic patterns over time.

Initiate handovers of sessions and/or flows noy dwalsed on signal degradation, costs, etc. butbelsed on a
possible threat of congestion or any other threahe QoS-QoE conditions.

Provide QoS differentiation based on both applacetiand user profiles and ensure an appropriagrseiof
user and application prioritization and differetia which is not limited to forwarding behaviouutbmay
consider access control as well.

Split and manage connections (e.g., TCP sessimes)naultiple flows inside the network.
Optimize P2P and massive multimedia transmissioes ihe network

Solve the problems of existing combinations of liaker ARQ and TCP (unnecessary TCP retransmission
causes unwanted traffic through the network andaesl application throughput and response times).

Optimal design and efficient management of Conkgitvery Networks in an operator’s infrastructueeq(,
identify suitable locations for caching, selectahbie locations for content, detect unfavourabs®uvece usage,
redirect requesting node to alternative resource) e

Implement efficient offloading techniques, acces$work/core network elements (re)selection schemes
order to effectively distribute users’ data traffisrough localized wireless access points (femtscet
WLAN) and to locate service gateways (breakout {3imear to those access points (aiming to avoitt no
optimal routing and overloading of the network edats).

Supply switch on / off schemes of networking equépits with traffic management aware decision algorg.

Anticipate applying an intelligent planning procéss extending the available resources (i.e., desigtimal
or near-optimal capacity extension procedures wihich able to cope with the enormous traffic volume
evolution).

Enable fast re-active mechanisms based on detecfiapplication and network layer events to accashpl
rate adaptation for multimedia streaming applicattmd synchronization with resource managementi8 E
networks.

Traffic management functions tackling the abovellehges usually require access to higher layer pkare data, i.e.
IP packets, TCP segments and application layeppotg. Placement of such functions at SGi interfaoelocated with
PDN-GW) or S5 interface (co-located with S-GW) amssible options, since GTP tunnelling is termidad¢ these
locations. In the following, a brief analysis isngoon possible impacts. Positioning of TM functi@sS-GW implies
that all user plane data can be managed by thedewad function unless there is handover betweeRRPB@nd non
3GPP access network. In such case user planetcaffild not be processed or handled by the same, tadting the
TM function. If this can't be avoided, possiblyfdient instances of the TM function have to cocatknin order to
ensure continuous TM operation, in case such feasusupported by the TM function in consideratiBositioning the
TM function at SGi interface — e.g. co-located WRBN-GW — may cause problems if user data is tearesfi using
different access point names (APN). This usuallplies that data paths stretch along different S®rfaces. It is
common practice in currently deployed networks ltocate the same APN to a user for all OTT servitéswever
managed operator services may use different APNsa Aonsequence the same TM function may not be fase
connection via different APNs in case of multipistdbuted PDN-GWSs. Indeed this would require clemin network
elements, e.g. a master TM or communications betWwéé elements. This situation would increase eqepttost
(CAPEX) as well as operational cost (OPEX). As assmuence, the suitable location of TM functionpediels on
mobility aspects (whether a TM function needs tsbeported after 3GPP-non3GPP handover) or comtgaispects
(whether the same TM function shall be in usageséovices using different APN).
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4.6 Network applications and services related challenge

This section describes some of the challengesndatapplications and services will bring to the ifelrchitecture
based on their specific needs and requirements.

4.6.1 M2M related challenges
Machine to Machine (M2M) service evolution will sgHallenges for mobile network functionalities:
Individual M2M device addressing, global addressgrgup addressing, device vendor based provigipnin
Network selection mechanisms, location trackingeshg of roaming for MTC devices.

M2M specific properties: MTC group concept, MTC ntoring, MTC time controlled and time tolerant
functions, MTC low mobility, MTC small data transssion.

Charging mechanism specific for M2M communications.

4.6.2 Energy efficiency related challenges

Heterogeneous overlapping networks and potentiabre distributed architecture might increase thl tenergy
consumption and might be underutilized with the dovraffic times or unevenly utilized. Then the ioptm and
controlled resource utilization can provide somergny savings.

Network controlled reduction of energy consumptiothe devices for extending the battery life migbktchallenging,
in the heterogeneous radio network environmentn&iog of the possible radio interfaces might beeatd be
optimized based on the network delivered informatibout availability of other 3GPP or non-3GPP sses.

4.6.3 Improved user experience and efficient resource uge

This set of challenges is associated on one hatid paior quality of experience for running multimedstreaming)

applications on mobile networks. Secondly unexpktt&ffic patterns, like caused by flash mobs atih&oevents may
significantly contribute to decline the amount atgntially available resources. Some of the follmyvaspects are not
restricted to streaming applications but it is assd that this class of applications needs a spémiak in the project
with respect to traffic management.

How to achieve acceptable QoE for OTT (Over The) Tammtent (located in external CDN / network)?

0 Some content may not be cached within the domaiheMNO, but inserted from a 3rd party content /
CDN provider.

Detection and localization of high traffic load hiit local domain or external network:
o timely detection of problems and proper reactiomcima@isms.
Increasing amount of traffic in upstream direction:

o usually there is less capacity on the path in epstrdirection — some user hosted content mighhified
into the network,

o some applications (like video conferencing) req@@S support in both directions of flow.
Align resource selection principles from applicatigith constraints from the network:
o detection of and reaction to unfavourable selection
o how to manipulate resource location information @MNtc.) based on resource selection principles,
o influence resource selection in external netwdZoN.
Improve QOE by caching popular content from Int&rne

o analysis of promising caching strategies especfallymobile access according to content populanitgr
time, of the possibility for content partitioningdother factors.

Inefficient content delivery to mobile devices:

0 optimization for unicast and multicast streaminglagations,

o take into consideration capabilities of mobile @esg, wireless access and subscriber profile.
How to go from required QoE for the user to QoSpsupin the network?
Support of QOE in roaming case:

o transfer of content without dedicated QoS conika the one provided in the home network.
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5. Proposed Technology Solutions

This section describes the MEVICO Proposed Teclgyofolutions to cover the Architecture Challengientified in
section 4. Each sub-section includes high levetrilgson of the related problem statement and fesusn the aspects
that MEVICO project will address.

51  Mobility

Facing the traffic evolution trends, higher netwtiikoughput and better scalability and flexibildj the core network
functions are required as was concluded in the ortwopology related challenges in Sectioh. All challenges under
the mobility topic described in Section2 are connected to this previous goal. The maaileiges are to elaborate
appropriate mobility management and path selecttoategies facing the foreseen trends of traffimaeds and user
behaviours. This topic focuses on user terminal BRE element aspects. The proposed solutions ifothes of this
project for the above mentioned challenges ardaif@mving.

Smart traffic steering

Smart traffic steering with multi-access terminafel multipath protocols will enable better loacdtritisition
considering user, network and application prefezend he functions needed for smart traffic steeargthe
followings.

Smart traffic steering decisions the most important selection problems consideassl access interface
selection, gateway selection, source address mgledtiring terminal attachment and session estabkst.
For the support of terminal and flow mobility, mlityi anchor selection in a distributed mobility nsyement
scenario requires novel classification algorithresvall. Enabling technologies investigated in thejget will

be the IEEE 802.21 Media Independent Handover pobtahich provides a framework for transverse
information services, physical and link layer resgumonitoring, reservation and release. The 3GEIFBR
Access Network Discovery and Selection Function R8¥) describing the access interface selectiortigsli
must be further improved to provide an optimizedoeules to the UE.

Multipath technologies: the Multipath TCP (MPTCP) can transmit one TGRflover multiple interfaces, and
can balance the load between subflows. Stream @onfransmission Protocol (SCTP) supports
multistreaming, i.e. several streams related tostmae application can be handled by one SCTP straaan
backup SCTP associations. Both technologies willabhalyzed and further improved to enable multipath
communication.

Flow mobility: The performance of 3GPP Rel-10 IP Flow Mobililg@M) will be evaluated. IFOM enables
smart IP flow allocation.
Offloading techniques: offload the EPC and LTE through non-3GPP netwartsld further improve the
overall network throughput and quality of servidecess offload through IEEE 802.11 managed by GBERB
operator will be evaluated.

Distributed and dynamic mobility management
These solutions cover terminal and flow mobilitgdareachability of multi-access devices on L2 dndelvel.
The technologies developed in this project aim thieve the following properties: increase network
throughput by the support of a dynamic activatidnnmbility signaling and by providing distributed,
anchorless or partially anchorless solutions.
Mobility management technologies include Sessidtiation Protocol for SIP-based services and SCaP f
non SIP-based applications. These technologiesdlhscan provide end-to-end, anchorless mobitity, they
will be applied in a flat or distributed approachtie EPS.
Proxy Mobile IPv6 (PMIPv6) will be extended withute optimization procedure among the Mobility Ancho
Gateways.
The project also covers how to adapt the Host lgeRtotocol to provide distributed mobility managent in
EPS. HIP by default follows an end-to-end appro&eimce could provide an anchorless solution.
A new Ethernet-level mobility management solutioifi e developed and evaluated, that could reptaee
GTP concept of EPC by Ethernet VLAN tunneling, feereduce the overhead.

Evolution of the current 3GPP based model (GTPelg)rwith the dynamic and distributed mobility miples
will be studied.

An anchorless mobility solution for TCP sessionéecaNMIP (TCP rehash) will be evaluated.

DMA (Distributed Mobility Anchoring) has been irafly discussed in IETF to improve MIP/PMIP by
distributing mobility anchors and use as much &assiide a local, not tunnelled addresses, see dBdND.
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Here the technology intends to optimize the EPG&dam the ideas of the DMA, but utilizing existiBGPP
protocols like GTP with as less as possible chartgesnabling SW upgrades to optimize the usagisting
resources. An underlying assumption is that a G8titlution brings certain benefits. A proposaldschange
PGWs using intelligence in the PGW or changing SGWsouting optimization.

The first DMA solution applies after a UE has mowetb a new “gateway area”. The PGW selects IP (PDN
connections for what a new IP address and serategruption may be acceptable from application poin
view and forces a reconnection that allocates a mene optimal PGW and new IP Address. This leads to
more optimal routing and savings in transport nekso

A second DMA solution proposes to relocate the S@Wachieve maximal SGW-PGW collocation in a
distributed architecture when UEs use different RidNnections. This saves at the end GW capacifferbnt
gateway locations may result from the fact thatEarday connect to local and/or central networksnoerhet
providers.

Access and network security

For untrusted non-3GPP access, the existing useesacsecurity procedures must be revised, and the
communication protocol might be further optimizedttie new distributed EPC architecture, aimingeiduce
overprotection and decrease L2 and L3 re-authditticéimes during handover. The investigated tetdgies

will be the Internet Key Exchange v2 protocol, HiRd HIP Diet Exchange that is a lightweight versain
HIP.

Trusted WLAN solution solves already some levebeérprotection. See 3GPP SaMOG (S2a mobility based
on GTP & WLAN access to EPC).

Bootstrapping

Configuration of multi-access terminals might le@adconflicts in case of parameters that have witlan
interface-level scope. These conflicts must beadisred and resolved. ANDSF policies will be invgated
from that aspect.

5.2 Network Transport

The next billion Internet users will connect priihathrough mobile networks. Therefore, mobile netis have to
support constant growth of traffic and increasettiieughput from 1Gbps to tens or hundreds of Glig=ady in the
near future. Ethernet-based technologies have a@eVeatures that make them especially interestifigerefore,
Ethernet is a natural solution for replacing leg&8H and other older technologies, and the enesggumption of L2
switching is an order of magnitude lower than IBting.

The proposed solutions to cover the above mentioseselarch paradigms that will be deployed in thigget are the
following:

Carrier Grade Ethernet with inbuilt O&M

The objective is to provide Carrier Grade Ethermad overcome the limitations of using Ethernetléoge
scale networks. In order to provide reliability ammtbustness required for Carrier Grade Networkingd&M
mechanism is required. Therefore, the goal is &bknrouted based Ethernet where the O&M functisitis
provide the necessary routing optimizations anddicapping algorithms, as well as the link breatedion
and route recovery mechanism.

Ethernet Mobility to the Edges based on TRILL

TRILL leverages IS-IS routing protocol to achievéhérnet frame shortest path routing with arbitrary
topologies. In this research item the goal is itizet TRILL extended with DHT to deploy mobility ithe
network edges. The goal is to combine the advasta@idridging and routing and fully distributed nilap
mechanism implemented in the Link layer (i.e. Etle¢). In order to increase the available throughpet
consider that is necessary to move towards lower Iswitching and minimize processing per packet.

Consumer Edge security

The unwanted traffic is one of the reasons forfiokeit usage of resources (i.e. radio spectrumitens,
bandwidth, etc). Unwanted traffic includes portrsuag, intrusion attacks, viruses, email spamf{itrad
reallocated addresses, and generally traffic froomees that the user does not want communicatitim Whe
unwanted traffic has to be filtered before entethmyoperator network to avoid waste of transmissipacity
(bandwidth, resource usage). Inbound packets stwnljdbe forwarded if the user expects them, eithyer
having an ongoing session or by running a servgr éSIP UAS) expecting traffic. In this objectiwe
propose to deploy a Consumer Edge Security (CE®)eait that will enable setting up an end-to-ensttru
connection for traffic where the sources has begifi®d. The CES operates similarly to a NAT oefiall,
but with added functionality for accepting inbowahnections and with traffic control based on pelicThe
CES does not only improve security but also extehdsimount of available addresses (similarly torsA
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while enabling inbound traffic. The CES interacitwother systems such as Deep Packet InspectiBi) (D
and reputation systems performing part of therfiigg functions and sharing trust information.

Automatic and Secure L2 Virtual Private Networks (VPNSs)

Virtual Private Networks (VPNSs) are popular amorgiwork providers that wish to separate multiple LAN
domains across a single network infrastructure. @B technique is Virtual Private LAN Service (VP&
layer 2 (L2) solution that connects several phybiceparated LAN segments in to one logical LANmsent,
i.e. emulated LAN or VPN overlay. This researchmtss interested in investigating so called “bumgkie-
wire” customer VPLS solutions in which the VPN deevis overlaid on top of a provider network condain
of IPv4 and/or IPv6 hybrid segments. In particuthg research item studies how identities can liead to
mutually authenticate the PEs as belonging to taicepverlay and facilitating the renumbering oé tRE
devices.

Wireless mesh networks for mobile backhaul first nle access

With the introduction of WIMAX and LTE the need famobile backhaul transport capacity grows rapitty,
the level of Gbps. Fibre media is able to provide high data rates but fibre is not available ewbgre either
for technical or commercial reasons. Additionaflypre base station sites, with different cell sizesst be
provided to meet the capacity and coverage reqeinésn Therefore, new wireless solutions are neéufetthe
backhaul, especially in crowded areas characterafésh by lack of available frequencies. One fdasib
solution providing sufficient transport bandwidthdacapacity is E-band (71-76 GHz, 81-86 GHz) mia@esv
radio with Ethernet connectivity. A wireless mesickhaul can be used for small cell, high capacégeb
station first mile access and for other high cagagacket connections (e.g. office and home accésdjic
management.

Relaying
Relaying techniques are considered as an alteenatilution to enhance capacity for the cellulamoeks, to
extend coverage in specific locations, to increds®ughput in hotspots and to overcome excessive
shadowing. It gives important advantages such as e& deployment and reduced deployment costs and
decreased output power compared to deploying re@alse Station (BS). Moreover, there is no needgtall
a specific backhaul in the network. It is an impattaspect and one of the key technologies taken in
consideration during the standardization procesi®technology LTE-Advanced. RNs are also envigioioe
be transparent to UE. In other words, the UE isavadre of whether it is connected to RN or a cotigaal
base station. This ensures backward compatibilitth vprevious LTE releases 8/9. Therefore, gradual
introduction of relays without affecting the exiggistructure of UE's can be ensured.

Relaying promises coverage-area extensions and daggn rates for the cell edge users. This is ealhgci
useful because LTE will operate on high carriegfiencies, i.e. 2.6 Ghz which will result in ultrande
deployment of network nodes, the transmit powdiméed when transmitting broadband at the celleedgd
the most of the traffic is generated indoor. It eédsb be used as a capacity improvement with l@daniing
and cooperative relaying techniques.

Current relay architecture in 3GPP LTE Release sEdimes fixed relays. However, handover of a relamf
one donor eNodeB to another donor eNodeB shouldl ads supported in future network architectures and
releases which will be a consequence of mobileyiraiga

5.3 Traffic Management

Section 4.5 introduces the main traffic managemelated challenges which are connected to the ME)/{f©als and
motivations. In order to tackle these challengeshniques operating within different traffic manamat building
blocks must be considered.

First, mechanisms with the primary objective isimgprove performance of individual flows based on
application type, user profile and other policyatetl information must be incorporated. Such sahstiare
belonging to the microscopic traffic managementhli)ding block.

Second, the macroscopic traffic management (2) ralsst be introduced in the network with the primary
objective to improve efficient usage of networkawses. Parameters for optimization in this casscrilee
traffic patterns without detailed knowledge of widual flow attributes.

In addition to microscopic and macroscopic traffianagement, a third group is improved resourcetete
and caching (3). The associated mechanisms adithesglection of resources in distributed data memant
systems (P2P, CDN, caching), if necessary. Thiklimgi block may rely on services of both microsaoand
macroscopic traffic management. These could beldnepwithout dependence to other traffic management
building blocks. Cross-layer P2P is a novel techaigvhere the ISPs can have control over the nomzed
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P2P traffic. Proactive Network Provider Participatifor P2P (P4P) is a promising solution to nonrojaed
and self-organizing P2P.

The fourth building block is called as applicatismpported traffic management (4) which tries toirojae
performance from end user perspective of certaidespread applications (e.g., based on CDN and P2P)
without getting support from network elements.

The fifth building block is more relevant from bosss perspective without too many technical aspects
steering user behaviour (5) is mainly used by netweperators and by possibly other stake holdersedsin
order to influence user behaviour by defining dartonstraints for usage of networks / services eartain
incentive to comply with the usage constraints.

The last building block in this enumeration is aboapacity extension in case the available netwsrk
regularly in high load conditions. It is the chalie to apply an intelligent planning process faeasing the
available resource (6). In addition to the buildbigcks there are some common functions like padiagtrol
and traffic monitoring.

Even though the above building blocks and the datst mechanisms / possible technical solutionsilsh@present a
functional decomposition of traffic management iBSEon high level it is assumed that some of theharems to
some extent are dependent on each other. It isobrtke most important efforts of MEVICO to map tHaverse

mechanisms into functional components for the itaffianagement architecture and elaborate the depeis$

between the building blocks and the containing fiemal components based on the various design rptilcat have
been identified.

5.4 Network Management

As indicated in section 4.4, the network managemelated challenges identified by MEVICO are mairdyoiding
conflicts when introducing SON features, findindusions to scalability and heterogeneity requireteeand managing
intra 3GPP handovers and handovers between 3GPB&IBR accesses for optimizations and load-balancing

The common characteristic of all the alternativeiptementary transport solutions is that, in eackec#ong-lasting
connections (OC-x, LSP, EVC) are configured betwdenEPC nodes and that QoS schemes are applient attthe
IP/MPLS or CET layer. These connections are confidieither manually or via management tools thavige some
level of automation when, for instance, the netwsrlextended with new eNBs. In addition to the edp#ith of the
connections and parameters needed for the conitedferg., VLAN tags, IP addresses), other techgglspecific
transport level parameters must be configured fmmeléehe amount of reserved/granted resourcesn(dke case of
CET: CIR, EIR, CBS, EBS) or the level of serviceamped to a specific traffic class: scheduling webglbuffer
allocations, etc.

To cope with the network management issues in BRIChaterogeneous networks, several topics and démdias have
been identified that need to be addressed to makegement more efficient.

Managing heterogeneity:

Heterogeneity involves managing, using the sameagement system, different co-existing network tedbgies; for
instance, CET/DWDM, IP/Ethernet/NG SDH and alsdedént radio technologies sharing the same trahsawork,
such as HSPA, HSPA+, LTE, LTE-A. In order to maintaeterogeneity in the network an open standaydréd
network architecture for co-existing network teclogies can be introduced.

Adapting EPC/Network Management to LTE-A features:

LTE-Advanced introduces several new features fdraaning the peak rates and service quality expegbrby the
user. Managing these features requires more stnethronization and lower delays in the networke Sbhalable system
bandwidth would put the requirement for more flégibesource allocation solutions and new managems@ntions
might be required, for instance, to avoid introdigcserious load on the X2 interface.

To validate that SON functionality and policies averking correctly it will be necessary to exami8®N related
messages from the S1-MME/S10/S11 interfaces tamé&te that the appropriate Network Elements arectet! by the
eNBs and S-GW. For validating the SON functionatitd eNB algorithms and for optimizing the corenedat usage,
normal signalling KPI's shall be used to deternifrtbe network is equally loaded.

SON features in radio and transport Network Managenent

SON in LTE can efficiently improve the managememd aesource utilization of RAN but it is necesstrynvestigate
the impact of radio SON features on transport netwieanagement and to find efficient global solusion

The Mobility Robustness Optimization (MRO) SON faat aims, first, to reduce the number of handogkted radio
link failures (Too Early HO (handover), Too Lat®©Hand, second, to automatically adjust the HO patars to avoid
incorrect HO parameter setting that can lead tdfiaient use of network resources due to unnecgssarmissed
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handovers. For this, neighboring eNBs need to exghaertain information, e.g., through Radio Lirkilére (RLF)
reports.

Load balancing algorithms for EPC

The Load Balancing (MLB) SON feature aims to dynaatly and automatically balance the traffic. Th#edent hand-
overs should be considered: hand-overs between eiNBsl-overs between eNBs and HeNBs, inter-RAT fwavals
(e.g., LTE — HSPA, LTE — Wi-Fi). An eNB must knows iown load and the load of its neighbouring cellbis
information is exchanged through the X2 interface.

Network monitoring for EPC

To be able to correctly manage the networks usiagsial or SON techniques, precise informationdeded at all
times on the state of the network and estimatidnsadfic evolution for different types of traffishould be rendered
possible. For this, network monitoring needs teatapted to EPC and heterogeneous network constiaiit several
topics need to be addressed including : traffidysmigand capturing performance, time-stamp acgu@otocol stack
support, interface requirements and SON suppastedisas satisfying all the dependability requiretsen

For MEVICO WP5 focused on the three main monitotimgics of interest...

- End-to-end monitoring to evaluate the QoS/QoE of applications and sesyic

- Deep Packet Inspection (DPI)for the identification and the classification ofofocols and
applications, and,

- Monitoring of SON activities for both testing the SON features and verifyingnthduring operation.

Energy saving and impact on network monitoring andmanagement

The Energy saving needs to be taken into considerand, from a monitoring point of view, it is yeimportant to
provide network measurements to optimize the ensayyng policy, and to test that the implementedrgy saving
policy behaves as expected.

5.5 Network applications and services

55.1 Network functionality virtualization and realizatio n with cloud computing

Scalability and optimization of the mobile netwaakchitecture for high traffic demand are major rajes in the
future. Virtualization and cloud computing methodave shown their potential in IT industry, like @atenter

applications and have potential to be utilizedunctionalities for mobile networks. Potential usses are in mobile
networks virtual operator concepts, network shanmminciples and core network user plane distributielated

virtualization and centralizing of the NW controteslay functions. This could enable better resouriiezation, E2E

QoS policy control and Heterogeneous Network (Hétsentrol e.g. for load balancing.

5.5.2 Network Energy Efficiency improvements by efficientcapability utilization

There is a need for optimizing the efficient usafi¢he mobile networks, because the number anadpacity of the
network elements increase due to high capacity ddma

Depending on the changed user activity (like tirhdaie, weekend etc.) some redundant capacityeofigiwork can be
switched off (like hot spot layers). The controblasptimisation of this functionality need some metedy, where also
the network control virtualization could help.

In core network energy efficiency could be achiebgdlattering the network protocol stack i.e. resimg some of the
network layers and use transport layer directly. [Ethernet), to reduce the processing per padkeitmproved traffic
engineering to reduce the traffic to flood the rakwunnecessarily also would help in the energigieffcy.

The mobility management could be optimized, by o&uly paging areas according to the terminal basednpeters,
such as mobility profile. Analyze the tradeoffs voe¢n location update and paging based on netwarkadthy
structure and where to store the paging informatareeded.

RAN energy efficiency is a more important issue tudigh amount of nodes, but this is consideredtirer projects
than MEVICO.

The overhead when considering small cell scenar@mot be ignored since it will increase heavilynpared to the
current overhead due to handover in current cetissiThe overhead in small cell with high mobilitil have bigger
impact based on analysis from EARTH] project. In that study they consider mainly ttaglio aspect but the same
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signaling overhead will span over the fixed netwagkto the eNodeBand beyond. Quote from EARTH éedilsle
D2.3[9] “From an energy efficiency perspective, we eminded that, according to our estimates, subfsawithout
scheduled data are in the order of 20 times meeuint than subframes with data. This makes it itapbto carefully
consider the fixed non-transmission dependent @aeth...”

5.5.3 Network efficiency improvement for Video/Multimedia Applications

Video content delivery will set the biggest chatles to the mobile network scalability due to itghhdemand for
bandwidth.

The further evolution need is studied for the melmiétwork architecture to support CDN, torrent-tgaelivery and
other intelligent data caching methods. It is intgot to identify the optimum location of CDN sersavithin the EPC
network elements and possible impact to the arctuite. These together with converging networksegfixmobile,
home, enterprise) might indicate evolving sourcethe data and thus needs for changes in the nktiwpology and
thus for architecture optimization.

It is necessary to look at transfer optimizationtpcols that are specific to information centriglgations to enable
controlling of traffic flows/content delivery acaling to content and access availability. One of¢hes the IETF
Application Layer Transport Optimization (ALTO), wih needs some further adaptation to wireless miésyavhere
maintaining the QoE is even more challenging. Themso related work ongoing in EU Future Intergid) projects
(like SAIL[11)).

554 Network improvement for M2M Applications

The foreseen high increase of the Machine-to-Mazfii2M) type of devices and applications might @impacts or
improvement needs to mobile network architecturduactional requirements. Most of the identifiedattnges are
investigated in 3GPP Releases 11 and 12 work itéilrC and SIMTC as well as ETSI Technical Commitid2M
work.

The M2M application special characteristic isswebé studied for network architecture evolution:

Improvements on network/interface selection medrasj location tracking, steering of roaming for MTC
devices — Possibilities for signaling optimization

The network impacts of the M2M specific properti®8EC group concept (MTC Devices that are co-located
with other MTC Devices), MTC monitoring, MTC timepmtrolled and time tolerant functions, MTC low
mobility, MTC small data transmission.

5.5.5 Application based network traffic analysis and engieering

In order to improve network QoS and application Qttere is need for modeling the selected Inteapgtications
traffic characteristics and their adaptive behawbtimes of congestion. Based on this input trereetwo types of
traffic engineering mechanisms to be investigated:

The macroscopic traffic engineering relates to #daprouting, gateway selection mechanisms, mudtihp
transmission and mobility support, described inembetails in Mobility sectiob.1.

The microscopic traffic engineering relates to natbms for rate reduction of active traffic flowsder QoE
constraints, based on the behavioral models ofiegijdn operation, QoS mechanisms, measurement and
control functions.

The application generated traffic mix observatibtha short time scales is needed to test Traffigikeering solutions,
as well as for admission control of traffic for shterm network dimensioning. Target is to utilimethod to derive
short term traffic mix estimations from long termes given as input. The proposed method is nomdinalike usual
methods and thus more reliable.

5.6 Network Topology

From the perspective of operators, the challengethe coming years are to be able to apply theiredjunetwork
evolutions for becoming mobile broadband integratexviders.

The current networks topology is centralized whichates a set of bottlenecks in the communicatiithh the servers
that handle mobility, service provisioning, etc.eTtbjective is to propose and describe differechitgcture scenarios
over the same network topology model and to stufigrdnt protocol scenarios to be compared undéereint angles,
for examples:
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Handover performances (establishment, delays)

Flexibility in integrating and making use of vargaccess technologies (typically LTE/Wi-Fi),
Packet transport,

Economical comparison according to traffic foresast

Different options for enabling multipath through telemgeneous accesses and optimize the multipattagearent,
should be analyzed. Moreover, the various trangpatiocols (GTP, MIP based, other ...) and the loaldrring with
heterogeneous access should be studied.

|
Backhaul
Non-3GPP
Access

Access point Local POP Regional POP National POP

Figure 4 Network topology model

The architecture scenarios are divided into thageilfes, depending on the distribution level of E®R@l IMS nodes in
network topology model presented in Figure 4.

Scenario 1: progressive distribution from the nadidPoPs to the regional PoPs
Scenario 2: progressive distribution from the regid®oPs to the local PoPs
Scenario 3: maximum distribution to the Access {s0om the antenna sites
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6. Architecture Approach

The results of the studies done in MEVICO relatednbbile scenarios and traffic demands show trerethre several
parameters that will cause network scalability aedformance problems. Some of the most relevardmpeters are
related to changes in traffic, i.e., growth in datdume (i.e. increase by 3-10 times by year 202Busy hour) and
number of subscribers (i.e. increase of mobile thhaad subscribers by 8-12 times by year 2020),heterogeneity
aspects including the handling of multiple traffiatterns (e.g. MTM), and smart and seamless sumfamultiple
technologies, e.g., in the field of mobility managgnt.

In order to simplify and narrow down the high numhbe usage scenarios, derived challenges and pedpos
technologies, it was inevitable to work out a n@search process. The proposed technologies widradifferent but
probably overlapping challenges and functionaljtibsis generating multiple architecture optionse T¥hole process
may guarantee that the proposed architecture pewidherent functionalities and tackles most ofctialenges raised
by usage trends.

There are several steps concerning the architeopirens creating:

Fisrtly, key performance indicators (KPIs) desctibe Section 6.2, have been defined for the valaof
arhitecture proposals. The challenges describe8eiction 4 have been mapped to the key performance
indicators based on the knowledge that whethesdthation of a given challenge can be measured éykéy
performance indicator.

Then the usage cases described in “IR1.1 Netwodgass and scenarios” have been prioritized and
summarized in Section 2.2. We analyzed the numbehallenges raised by the usage cases and selbeted
top three scenarios having the most challenges emted and targeted by the most of the proposed
technologies.

Then, technologies have been mapped with challebgssd on the rationales of the technologies. Kngwi
which challenges are covered by which system vadid&PIs, we can also enumerate the technologtashw

are relevant under a given system validation KRh initial ranking of the technologies have beendma
according to the KPIs, basically representing thattechnology contributes to a given KPI or not.

Top ranking technologies are considered with higipartance of the focused architecture. The reagonin
behind this is the intention to cover most of tHeltenges by fewest technologies. The aim of system
validation is to prove that the specific technoésgperform well under the system validation KPls.

At the same time, issue of co-existence and pedoom of top ranking technologies has been analyzed.

Technologies covering similar functionality resdlie the creation of several architecture options.

Finally, the system validation alternatives arehdecture options, i.e., combinations of proposszhhologies
integrated within the EPC.

MEVICO proposes different architecture optionssea of technology solutions listed. It aims to addrthe traffic and
user growth demands as well as the requirementslzaltenges identified in Section 3 and 4. Thigisagroposes a
set of architecture approaches to address the ahewmioned high level requirements and challengewmlly the new
technology solutions proposed in Section 5 are mdpp the appropriate topology models, indicatimg focation of
the functionality enhancement in the existing netnelements or the need for the new elements. Ralés about the
benefits and performance impacts as well as p@ssizkexistence of the technologies are also disduss

6.1 Topological models

This section defines the following concepts of calided, distributed and flat architectures as lraese for the different
topologies that MEVICO architecture approaches wihsider when addressing the high level requirésnend
challenges.

6.1.1 Centralized architecture

The centralized architecture is considered as tineest 3GPP Rel.10 architecture with the enabledtfanalities (S-
GW localization, SIPTO offload...). In the centralizarchitecture S/P-GW and IMS components are |dcatehe
National PoP.
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Figure 5 Centralized architecture model

6.1.2 Distributed architecture

The distributed architecture will include multipgateways (S/P-GW functionality) located in the oegil POPs. The
distributed architecture is assuming that the fonetities are enabled to be distributable (optedizand other EPC

functionalities might still be centralized).
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Figure 6 Distributed architecture model
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6.1.3 Flat architecture
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The flat architecture also referred as ultra fleth#ecture consists of the architecture where G¥®- MME and
possibly (part of) IMS functionalities are in thecal PoP. The legacy IP routed network is expeatetb the eNodeB
side (it will be operator controllable).

3GPP

3GPP Macro/
Micro/Picocell

National
POP

Collect

Non-3GPP

Access “
>,
UE
A
= S
3GPP
Access
Internet Internet
Figure 7 Flat architecture model
6.2 KPIs

This section describes the system validation daitére., specifies the criteria and the relatedgseance metrics (i.e.,
system validation KPI). System validation KPIs iangral should be considered as important queséspetts to
investigate in order to evaluate and rank the s#chire options. For the assessment of the metrssilits from
validations should be applied whenever possible.

In the following subsections, under each systendatibn KPl we enumerate the list of related chagkes, and the
technologies that try to address those challer@eteria definitions have been formulated for eabhllenge based on
the challenge descriptions. These criteria togettittr the list of technologies and the set of fimaalities in focus of

the top ranking usage scenarios lead the spedificaf how to assess a system validation KPI.

Besides the specification of the evaluation of exystvalidation criteria we also have defined saitgfyperformance
values for KPIs based on specifications, or usimges derivation based on the traffic trends. Thdoperance of an
architecture option should be estimated, and coetpasith these values when proposing the ranking.d&n be seen
that the expectations will not be met, then intégreissues are raised, and those questions shewddressed.

The system validation criteria can be split to ¢hrgroups: performance criteria, deployment criterdand
validation/technology maturity criteria.

6.2.1 Performance criteria

Performance criteria are related to three importegics, i.e., improving backhaul, improving theags of
heterogeneous network resources and improvingdire c

6.2.1.1 Throughput gain in 3GPP access and backhaul

The proposed technology will increase the netwbrkughput and will be measured in terms of incredssumber of
packets and packets size in the access and badkbiaekample, expected throughput based on modgstation for a
large europeen country is 300 Gbs. The requiremar8&PP defined for classes of traffic should basidered when
measuring this KPI.
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6.2.1.2 Backhaul and RAN influence on E-E delay

Requirements for delays in the backhaul and lag gome from the requirements from the end useficgions.
Typical delay budget for backhaul part in LTE c&sd0 ms, reducing to 1ms for LTE-A and subms feydnd 4G
mobile technologies. BS synchronization transfed aew mobile system features like 3GPP rel 11 CoMiy pose
stricter delay and delay variation requirementsbfackhaul connections.

6.2.1.3 Reliability, recovery time from link failures, congestions and OPEX reduction

This KPI should consider the 3GPP requirementsnddfifor link failure recovery. The KPI could measuihe route
establishment in switches when link break happ€&he.50ms delay for link failure recovery is thersitey point and it
should be reduced. This KPI should calculate mezaa between failures and recovery.

Other technologies such as SON can provide rougirds in terms of OPEX to compare the labor efforbe done
against not having such technology in place.

6.2.1.4 Efficient load distribution in the backhaul and in the core

This KPI should show that the application of loadamcing mechanism contributes to the non-congestitds of the
network in case of high traffic demands. The tcaffhad, the inter-arrival time and transmissionagiethould be
measured either on end points or in the routertbes if possible. The KPI could also use globakpaloss ratio to
measure the congestion of the end to end network

6.2.1.5 Offload gain due to the usage of multi-access capiibes
The KPI can measure the user and operator poiieof

User point of view. The KPI should measure thefitahat goes on each interface of the UE in cale o
simultaneous use of radio interfaces or it shoutdisnre the end to end delay of transmission.

Operator point of view. The KPI should measure liteed on different elements of the network. It could
measure the proportion of load in different acées3aNiFi access versus LTE access.

6.2.1.6 Capacity aggregation and E2E QOE provision

This KPI should measure the throughput gain dumtitipath communication, including goodput. The K#ll also
measure QoS packet delay jitter packet loss plysdditional QOE measurements.

6.2.1.7 Service interruption delay due to handover

This KPI should measure the packet transmissiornitiaddl delay due to flow mobility/handover. The Kiay
measure the service interruption delay and jitteg tb HO, as well. Packet delay budgets for guaeghbitrate real-
time services can be considered as hard constfainitsduced E-E service interruption delay.

6.2.1.8 Handover related signaling load on the network

The handover procedures together with handoveializétion, preparation, completion phases showddabalyzed.
Show that compared to state-of-the-art handovendve technologies provide reduced signaling loadiffarent parts
of the network.

This KPI may measure transmitted data overheati@process or the number of HO messages and their s

6.2.1.9 E-E delay between UE and content

This KPI may measure RTT (on UE or server). The BA&Rquirements by application type in terms of Etay
budget should be considered. This KPI could alsasuee the path lengths in terms of number of L2/as.

6.2.1.10 Offload gains for core network equipments

This KPI may measure the throughput (i.e. numifedaia flows) on network elements such as S/P-GW,
furthermore, user signalling reduction (i.e. numbérsignalling messages, the number of active gseitexts per
network equipment) on network elements such MMES#-GW. It can also measure goodput values onpbeifsc
network element.
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6.2.2 Deployment criteria

6.2.2.1 Impact on UE

This KPI indicates whether the technology needsigba in the UEs. No changes are preferred oveclaayge due to
the wide range of differences and the high numbeffected UEs.

6.2.2.2 Impact on existing network elements

This KPI indicates if a technology has impact oty afi the existing network elements. No changes paeferred,;
however changes are better manageable than irot#se UEs.

6.2.2.3 Impact on new network elements

This KPI indicates if a technology requires newwark elements. No additional elements are prefetratdaddition of
new network elements is better manageable tharogeeint of changes in the UEs.

6.2.3 Validation/technology maturity criteria

6.2.3.1 Standalone validation for each technology
This KPI indicates whether the technology will ldidated in a standalone fashion.

6.2.3.2 Integrated validation of some technologies

This KPI indicates whether a technology can bedeadid with other technologies, and whether intégmatith other
technologies is planned

6.2.3.3 Validation maturity

This KPI assesses the maturity level of the tedmpolValidation with prototype, with simulation am validation
reflect the maturity level in decreasing order.

6.3  Architecture options

The above-mentioned KPIs have been part of the imgsortant tool the project has used to remain $eduon its

objectives and to derive high quality technologi€he result is a wide set of technologies thatheeensidered

independently, are able to bring important improgata over specific challenges. On the other haneas also

important to provide a coherent set of architecwrbere selected technologies would be able toatgand cooperate
together to cover the widest set of challengesiimgt importantly to achieve the highest level ditafncy.

To that end, the number of covered KPIs and thel leizmaturity have been the two main aspectstbht introduced a
ranking between the technologies and that havaenfied the definition of the MEVCO architectures.

6.3.1 Technologies
The technologies selected to address the abovéanedtchallenges and scenarios are describedsirsélation.

6.3.1.1 Wireless Mesh Network (WMN)

WMN is a high bandwidth communications network magbeof point-to-point communications links orgamze a
mesh topology providing a virtual transport servioe a set of eNBs. The technology is not sensitvehe EPC
topology scenarios presented in this documens toimpliant with lots of transport technologies &odnbinations of
technologies. It is a complementary solution todRisting wireless and wireline backhaul accesstsmis for LTE and
LTE-A.
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WMN technology provides many economic and technézhlantages for backhauling LTE and LTE-A baseimstat
The level of utilization of the transport resourcas be greatly improved within the mesh coveraga.aOverall data
throughput and transport connectivity is increadsedharing transport capacity flexibly between ¢hent nodes in the
mesh network. Other advantages include operatieasiness, high reliability and flexibility/scalabil to adapt to
traffic fluctuations and network changes sincerteevork throughput can be dynamically and autonastyooptimized.
The technology enables a flexible way to enlarge tawild the network according to the transport cétyaneed. It also
enables horizontal connections between base stafmmfast X2 connections. The in-built SON featusgmplify
deployment & installation, maintenance and netwadaagement processes.

6.3.1.2 Transparent Interconnection of Lots of Links (TRILL )

From a transport point of view, Ethernet-based netdgies have several appealing features, notaidy @llow
increasing the available throughput by moving talsalower layer switching and minimizing processpey packet.
TRILL combines the advantages of bridging and rautnd fully distributed mobility mechanism implemted in the
Link layer (i.e. Ethernet). TRILL enables handlingbility in Ethernet when nodes are moving betwedlodeBs,
which reduces the amount of mobility requests timte to be handled in upper layers (i.e. IP, Trarispr Session
layers).

TRILL reduces the signaling traffic and reducesltitency to manage mobility, thus increasing therall capacity of
the backhaul network.

6.3.1.3 Ultra Flat Architecture (UFA)

The fully distributed architecture scenario suggd®€C and IMS nodes are distributed in additiors#® GW and
MME. The mobility implies the change of all thesedes. In order to have low impact on handover perdmce, the
UFA concept simplifies the concatenated equipmémtis a single GW, and adds a proactive step anetevark
controlled handover execution.

UFA is flat and introduces distributed signalingladeta anchors, which are the UFA Gateways (UFA_{Ga\s the
SIPcrossSCTP GWs (SxS_GWs). This enables to béistiibute the traffic load, contrary to centratizanchors.
UFA_GWs distribution enables to distribute the SBESand the Application Servers, which enhances gualability
and reduces the delay for accessing Applicatione3sicontent.

UFA is a flat architecture based on SIP. As forrent mobile networks, it implements IMS and policgntrol
functions. However, it is constituted of a singlgdr implementing these functions. It reduces timalrer of node types
and interfaces, and only requires distributed anapbrary anchors, instead of centralized ones.

The main idea of UFA is to gather as much infororats possible into one Gateway and exchange iatiwmwith
another Gateway. UFA contains the I-CSCF, S-CSGRla@ HSS nodes and two new nodes that are the GAand
the SxS_GW. The basic UFA_GW function is providpiysical connectivity to users (capacity, coverage)

The UFA_GW is the main UFA node; it gathers claasI®-AN nodes functions (e.g. NB, RNC, SGSN andSBG
functions for UMTS), policy control functions, P-C8 functions, SCC AS functions and new functiorise BxS_GW
is in some cases necessary to handle the casenéIRonative services. UFA performances are meddoreservices
transported over SCTP. When data is lost due tddwaer, SCTP considers that these losses are dtengestion and
retransmits them after a timeout, causing high beeddelay and resource use degradation. UFA sthese issues.
Its performances are compared to the most knowrtisolhandling the mobility of these applications.

In case of data growth, UFA_GW:s will be duplicatedatisfy the connectivity criteria.

Most technologies should be applicable on UFA, eisig PMIP.

6.3.1.4 Self Organizing Network (SON) solutions in EPC

SON collects automated network management solutlwaisare operating autonomously in the networks Ticludes
Self-Healing, Self-Configuration and Self-Optimipet features. The goal of these automated manageso&riions is
to decrease the costs related to operating of thieilennetwork. Definition of SON solutions for LTEadio access
network is considered as a major issue in 3GPReditelease 8. However, the transport impact of #ukor SON
solutions and SON solutions for mobile backhautéport networks is out of scope in those investgat

Transport SON solutions and solutions complemertathe radio SON features enables the efficieitization of the
mobile backhaul resources. For example, an additibmature making the Mobility Load Balancing aligjom’s
operation transport aware can avoid radio SON asti®ing optimal for the radio part but at the séime being non-
optimal from the backhaul point of view. The satihfiguring and self optimization algorithms openation the EPC
nodes and/or in the mobile backhaul aim at imprgvasource utilization and shall cope with issikess |

. Multitude of alternative transport solutions aations
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. High number of transport and radio parameters

. Dimensioning/planning based on measured or predlicaffic/load
. Parameter configuration based on guidelines aodmmendations
. Static parameters not capable to adapt to thegthg conditions

These listed examples result in non-optimal sysb@eration, inefficient resource usage and difficainagement. To
overcome these issues the SON features definadafsport networks shall provide solutions for sluwtomated tuning
of transport related parameters and automated ctionesetups in the radio access and transportégvirhe scope of
the automated self-configuration and optimizatit@oathms in centralized and distributed SON operascenarios is
to reconfigure or adapt the system configuratiomrider to follow the changes in traffic/load. Thedgorithms and
solutions should ensure the consistent, efficied@ptive and optimized configuration of mobile Hzeold.

Different SON architecture variants
Centralized SON architecture

Figure 8 Centralized SON architecture

Distributed SON architecture

Figure 9 Distributed SON architecture

Hybrid SON architecture

Version: 1.3 Page 48 (64)



MEVICO

Figure 10 Hybrid SON architecture

6.3.1.5 Wi-Fi

Wi-Fi represents the most appropriate technologyffioading the wide area radio network towards fixed wireless
network. The technology is not topology sensitinghie sense that as long as there is a definecoapdint it will
work. Operator can provide personal connectivityises for devices in residential network, e.gewiall, content
filtering, secure authentication. Operator parsEwices tied to mobile subscription can be pravidiso over WLAN
behind RGW, e.g. Spotify. Operator (Fixed, MobilelP) manages the Wi-Fi AP. Mobile Operator caovjute better
indoor coverage for Wi-Fi enabled devices.

6.3.1.6  Stream Control Transmission Protocol (SCTP)

SCTP provides a connection oriented reliable seraitd congestion control services, like TCP. Addiily it provides
multistreaming and multi-homing that provides riesity in case of path failure. It could be usefutase of data losses
due to a mobility handled by EPC.

An extension m-SCTP could replace the PMIP, MIPD&MIP protocols used in the EPC architecture, todiauser
mobility, to bring a gain on the signalling plane.

It does not use any centralized server, and hasirfggacts from the topological choices but workstdrefor flat
architecture.

The main rationale for using SCTP as the trangpatocol is the main features of the protocol. S@iterits most of
its features from the most predominant reliablegpert protocol on the Internet: the Transmissiamt@l Protocol
(TCP). Like TCP, SCTP provides a reliable, orderadsport service ensuring that data is transmét¥dss a network
without error and in sequence. Furthermore, likePTGCTP provides connection-oriented communicatol
mechanisms to control network congestion. Priatdta transmission, a connection or, as it is calle8iCTP parlance,
association, is setup between the two communicatmpoints, and it is maintained during their eniommunication.

One of SCTP's novel features is multi-homing. Mbtiiming enables the endpoints of a single assooiat support
multiple IP addresses. Each IP address is equivédea different network path towards the commutimicapeer, for
sending and receiving data through the network.rébily, SCTP uses multi-homing as a means for [eatbF
redundancy to provide uninterrupted service dur@spurce failures, and not for load balancing.

Another novel feature that SCTP provides is the @it Address Reconfiguration extension which legesaSCTP
with mobility support. The Dynamic Address Recoofgtion extension enables SCTP to dynamically addPa
address to an already existing association, dyralyicemove an IP address from an association, yoawmhically
request to change the primary destination addred®eqeer endpoint during an active SCTP associaiVioreover, a
local SCTP endpoint can influence its incoming rtwinterface, by advising the peer endpoint alibatdestination
IP address it should use for data transmission.

SCTP is to our knowledge the only transport lay@tqrol that actually supports a layer other tHas dpplication on
top of it, and has a special field in its headeat tindicates the next protocol to receive the d&ter transport
protocols like TCP and UDP do not provide this optand always assume that the next layer is thicafipn layer.

SCTP requires support on the UE or the applicatord does not need modifications on the network.slidcan
provide end-to-end anchorless mobility. Its perfante is independent of the architecture.
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6.3.1.7 Access Network Discovery and Selection Function (ADSF)

ANDSF can be used when either 3GPP and non-3GRBses are available or when multiple non-3GPP sesexme
available. The usage of ANDSF capabilities is ideh for scenarios where access network level solsitare not
sufficient for the UE to perform Network Discoveand selection of non-3GPP technologies accordingptrator
policies.

The ANDSF contains data management and controlifuradity necessary to provide network discovery arlection

assistance data as per operators' policy. It asnisissending information to UEs about availableess networks and
inter-system mobility policy.

Access Network Discovery and Selection Functionufiess help to optimize the selection of the varimdio accesses.
This can be either 3GPP or non 3GPP (mainly WiaEdesses. The scan which is the process to deteth@ravailable
radio accesses and the quality of radio links &lgan time and energy. The radio accesses knayeleday be used to
shorten the scan process and prioritized whichoradcesses should be scanned first. As an exaihfdeyseless to
scan Wi-Fi Access Point where the user has no t@htcess.

In the 3GPP ANDSF version the operator providessumainly dependent on the location of the UEingithe radio
accesses preferences of the operator. These ral@g@nded to be merely static.

The IEEE ANDSF version named MIH is based on aormfbtion service that allows the same kind of fesgtu
Furthermore the event service permits to have war&tcontrolled HO.

This is a key feature for offloading technique®&used by connection manager.

6.3.1.8  Not Mobile IP (NMIP)

NMIP links terminals such as mobile phones direetith servers, cutting out the need for tunnellamgl reducing the
network itself to simple switches. NMIP is designad a light mechanism to provide an anchorless litobi
management. It does not use any centralized seavet, has few impacts from the topological choideMIP
implementation will use a rules database that we lpaut on the MME.

NMIP is an extension of the TCP protocol that sslifee problem of the connection break when thedtifess of one of
the correspondents changes. In a mobility conteatlows to manage the radio interface changeth&sreconnection is
a fast process, the HO is realized seamlessly. tEv&rch as interface up/down are caught and mggetrichange of
TCP connections. A rule system is implemented terd@ne which TCP connections may migrate. Thitinégue may
be used to realize automatic offloading when odé@raterface is a 3GPP one and the other is Wi-Fi.

6.3.1.9 Multipath TCP (MPTCP)

MPTCP is a modified version of the TCP protocoltteapports the simultaneous use of multiple pathisvéen

endpoints and no centralized anchor is needed.dsmsequence of the multipath the traffic is bag¢ahon the available
paths. Fairness is ensured on each path to angidgtarvation on one link. The throughput of th@rmection is then
improved as transmitted data is sent simultaneonisigeveral links. The reliability of the conneatis increased as
even if one radio link fails, the other links cape with the data transmission.

6.3.1.10 Gateway selection

The optimum selection and reselection of core netvebements might be dependent on the currentlgcsedl access
network. A function which coordinates the differeselection procedures might improve the overalltesys
performance. To support traffic management alsdigtributed gateway scenarios it could be bendfiainclude

additional criteria into the GW selection proceks:|

Load of the transport network, mobility behavioruskers (e.g. low mobile, high mobile), access nete/supported by
the GWs and the UEs...

6.3.1.11 Network-based IP Flow Mobility (NB-IFOM)

The currently standardized IFOM (IP Flow Mobilitydlution in 3GPP is strictly UE centric as the @er must firstly
deliver the flow routing policies to the UE, aneththe UE must provide these policies to the PDke@ay. Also the
ANDSF has no interface to the PCC system, therefegeires other ways to get informed about the tguidlow
routing policy for a particular UE. NB-IFOM (Netwiobased IP Flow Mobility) tries to eliminate theoade limitations
and create an operator centric flow managementeiwark. The advantages of NB-IFOM enable operammsnforce
IP flow routing policies without involving the UHEr$t, such making able the PCRF (the central patimytrol entity) to
decide on the flow routing policy based on e.gg, diailable resources in the network, before signggathe policies to
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the UE. The network-based solution is more effician the ones that rely on the UE to performgyoéicquisition
and enforcement: in the current, UE centric stathdiais possible that the network context and resewavailability
may have changed by the time the UE provides théng policies to the network; therefore the PCRHF mot be able
to authorize the new flow policies anymore. Suthagions can be avoided if NB-IFOM is applied ie @irchitecture.

6.3.1.12 Application Layer Transport Optimization (ALTO)

The IETF ALTO protocol provides guidance to conteefivery applications in networks such as P2P ontént
Delivery Networks (CDNSs), which have to select @neseveral hosts or endpoints from a set of canelidhat are able
to provide a desired data resource. This guidahah Ise based on parameters that affect performande=fficiency of
the data transmission between the hosts, e.gtoff@ogical distance. The ultimate goal is to im@dQoE of the
application while reducing resource consumptioth@underlying network infrastructure.

While flow movements within the EPS can have andotn the e2e path and its performance, there @irrent way
for decision elements within an EPS to anticipateTherefore it is necessary to find a way to intg decision
functions in the EPS with knowledge at the e2e scdp improve its QoE for applications such as @idewnload or
streaming, the UE may use the ALTO protocol to tjgimptimize the user QoE and the usage of EPSuress by
providing the UE with information helping it to obge the best possible location from which to dowdlthe whole or
piece of content while considering path changebiwithe EPS.

6.3.1.13 Host Identity Protocol — Ultra Flat Architecture (H IP-UFA)

HIP-UFA refers to HIP-delegation service based Ifbility management for HIP/IPsec based data traffitneling.
The technology proposes a new secure tunnelingmoftr the 3GPP EPC.It provides secure inter-GW ititgdnd
mechanism for network-based GW relocation (sintidalP-GW relocation with DMA solutions).

The HIP-UFA technology fits well the use cases wheobility between distributed ePDGs (distributechéecture),
X-GWs (flat architecture) must be supported. logmses HIP-based network access service. This dkxthn is
expected to decrease the number of HIP Diet Exawmmyg HIP Base Exchanges in case of frequent Xxew
handovers when using HIP for user access authmnizdt also removes data traffic anchors, the anighors are the
distributed GWs (first IP hop) of the UES/MRs.

It could also be introduced in the centralized ditributed architecture on the P-GW. However iasth cases L3
access authorization and the security overheadedabg HIP Base Exchange between the UE and the PisGW
unnecessary. Indeed, in that case there is nofoed¢® authentication and IPsec SAs between theadd the P-GW,
since 3GPP EPC already has its AKA/ SIM protdoauthenticate the user through by the MME.

The coexistence of PMIP and HIP-UFA has no bendjit$ also has no technological constraints. TimeesdE could
support both technologies in different network dorea

HIP-UFA and DMA technologies are alternative salns for optimal GW locations but can't be applied
simultaneously.

6.3.1.14 Host Identity Protocol — Network Mobility (HIP-NEMO )

HIP-NEMO provides mobility management for movingwerks with reduced signaling compared to the aslen
each LFN should update their IP address. It prevgimilar functionality to PMIP-NEMO.

HIP-NEMO introduces a HIP extension with the conagfpmobile Rendezvous Server (MRVS). The mRV&auired
in order to handle moving networks. It is expedededuce HO related signaling for LFNs in the nmgvhetwork.
This technology should be used when HIP-UFA prowioieer-GW mobility management (see section on HRA) or
when the MR is HIP-enabled and uses HIP for useesscauthorization (see section HIP-auth).

The coexistence of PMIP-NEMO and HIP-NEMO has nodfiés, but also has no technological constraifte same
MR could support both technologies in differentwat domains.

6.3.1.15 Proxy Mobile IP — Route Optimisation (PMIP-RO)

The route optimization solution addresses the grobbf centralized mobility anchoring in PMIPv6 teduce the
impact of triangular routing by using intermediaeachors closer to UEs. The objectives are twofoltuce
unnecessary load at the LMA and provide a set dhaus that allows transferring the data anchorivlg from the
LMA to distributed servers. The transfer of roleuldballow having a moving functionality that woubghtimize routing
within a PMIPv6 domain.
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From a centralized to a distributed architectune, iumber of heterogeneous RANs should increasinig#o a more
intensive use of PMIPV6 in the core network, i®5, S8, S2a, S2b, interfaces. Optimized communicatbetween
RANSs will be improved by using this technology.

6.3.1.16  Proxy Mobile IP — Network Mobility (PMIP-NEMO)

PMIP-NEMO is an extension to PMIP to support thevement of prefixes (not just single addressesatted to MRs
(and subsequently used for configuring addressed &iNs) at MR’s request. The current procedur@M P allows to
allocate a “Home Network Prefix” (HNP) to a MH ditly connected to the infrastructure. This HNP tmabe used on
conceptual “home link”, i.e., the network link betgn the MH and the MAG. The typical implementatadrNEMO
assumes that the MR requests a specific (set efixfes) to be announced to the LFNs. Hence, thaasted prefixes
are not directly used on the “home link”. The supd such procedure is not specified in PMIP, whileus requires an
extension.

Besides PMIP-NEMO, HIP-NEMO is another alternativesupport moving networks in MEVICO. HIP-NEMO make
use of the infrastructure and procedures of HIBugport LFNs mobility. Here, the modification okthPv6 address is
a trigger to update the mapping between the lo@atdrthe identifier of the considered UE. Genersfigaking, a PMIP
vs HIP comparison can be made: HIP (with or withNEBMO extension) can be considered as a solutippating
mobility by involving both ends of a communicatiiow (MN and CN needs to be modified for HIP), whas PMIP
does not require modifications on CN to support iitgh

PMIP-NEMO and HIP-NEMO can be used on the same orlttinfrastructure but the coexistence may not show
benefit. The support of NEMO by PMIP will hide mbidation of LFENSs’ IPv6 prefixes needed by HIP todape its
mapping. However, both solutions are strongly t@the mobility management protocol they inhertteflefore, a core
mobile infrastructure running PMIP will find advages relying on PMIP-NEMO in the same way than an
infrastructure supporting HIP will find benefit yhg on HIP-NEMO.

6.3.1.17 Distributed Mobility Anchoring (DMA)

DMA with GTP technology in here intends to optimitee EPC based on the ideas of the IETF DMA, biliziug
existing 3GPP protocols like GTP with as less assiibe changes in distributed architecture. Thhrtelogy principle
allows the GWs to optimize the data routing in ¢cagleen the existing connections have faced useiilityplover the
multiple distributed GW serving areas. This progeds improved by including the GWs itself in thectsion on GW
relocation, what is currently done in the contridne node (MME) only. Furthermore the relocation dative mode
devices can be allowed (by user activity detectie)y. DPI). A new IP address and service interampitan be
acceptable from application point of view during tinactivity and a reconnection can be forced, #tlacates a new
more optimal PGW and new IP Address.

In a centralized only architecture these optim@atiare not needed. In the flat architecture th& GW can be seen as
a central GW. If applying GW functions in the featchitecture in the eNodeB the proposed solutioag rasult in un-
proportional high signalling overhead. Hence it ksobest in a distributed architecture with disttdshGWs.

Further benefits can be achieved if the networkirobriunctions are even more centralized and ttstriduted GWs
contain less functionality and can contribute tdHar savings in HW spending.

6.3.1.18 DPI

Deep Packet Inspection (DPI) is a networking tetdmo that involves the process of examining thedeeaand

payload content of a packet. Most DPI systems iffecdbmmunication streams and maintain state infatiom for large

numbers of concurrent packet flows. DPI monitoadfic and is able to provide application, transpmrnetwork flow

level measurements in a non-intrusive way for tetdgies enforcing flow mapping and requiring, fostance, probing
the transport links in the backhaul and core (ilee, S1-U, S2, S5/S8, Sgi interfaces). DPI enathilesrse operations
including: advanced network management, improvietyvork security functions and monitoring customdega traffic

in order to mediate, e.g., its speed. Initially,Ilombining stateful intrusion detection and pmien) was used to
help tackle harmful traffic and security threatsl am throttle or block undesired or “bandwidth hagplications. This
role has evolved very fast, including in the molstctor, where DPI can be deployed for a wide rasfgese cases
aimed at helping to assure and improve the perfocamaf individual customer services and improveamsr quality

of experience. Based on its potentials, DPI hasineca key component in modern network monitorirgieys.

Different network elements such as PGW, MME, SGW aNB all require or can profit from DPI to ensyraicy
enforcement, lawful interception, QoS, billing, wetk management, security control and introduce hawtionality
such as management of differentiated services ¢firofine grained real time bandwidth analysis andhteot
classification, fine-grained diagnosis of netwodttkenecks, application-based billing, QoE analyBisLTE, some of
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these functionalities, such as policy control, amandatory and require DPI functionalities for peming traffic
classification.

Network data collection can be carried out with gpas network probes (i.e., non-intrusive) that aomnected to
specific connection points in different interfacAs. data collection usually includes user planéitranetwork probes
must be able to handle heavy traffic loads andoperfsmart data filtering. The DPI based monitorgadutions can
adapt to both centralised and distributed architest and be integrated to network management sgstS@ON
functionality, CES... Limitations in the use of DRie mainly due to: heavy traffic analysis costs;rgpted traffic
allowing only statistical payload analysis; andjdkissues (e.g., network neutrality, differingukzgions).

6.3.2 Architectures

As it is mentioned above, the technologies arecssdebased on the KPIs. And there are three topsqmoposed in
the section 6.1 Topology models, centralised, ibisted and flat. This section introduces the magpih different
selected technologies on three topologies. Eadjralia contains the selected technologies which eaimplemented
on the correspondent architecture topology. Howetrer technologies in red cannot work simultangowsid the
coexistence issue is addressed in the followingjaec

Centralized Architecture
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Figure 11 Centralized architecture with selectechteologies

Distributed architecture

Version: 1.3 Page 53 (64)



MEVICO

$ %% !" & # +I"#

2)#%% 3

—

; 24 % "%3

I

: ——_]

'$0 1 -

,,,,,,,,,,,

Bl

Figure 12 Distributed architecture with selectedhaologies

Flat architecture
$ %% !" & #

o s
() %
]
‘ 2)# %% 3 /
24 % %3
$
'$0 1 -
2$3 0
L]

,,,,,,,,,,,

Figure 13 Flat architecture with selected technaésy

Version: 1.3

Page 54 (64)



MEVICO D1.3
6.3.3 Technology Coexistence analysis

This section analyzes the coexistence problemsrtfight appear when deploying some of the listednietogies
simultaneously in the same architecture.

6.3.3.1 UFA-SIP

Key features — radio independent architecture, QoMtegrated/very efficient service establishment ananobility
procedures, SIP-based but support any applicationype

In UFA, almost all network functions/layers are hiit the same node (UFA_GW). Thus all user relateatexts are
within the same node, making decisions easy tooparflexample adapt QoS needs to available resoutgesg
service establishment or mobility) and context$fanduring mobility very fast.

UFA-SIP is based on SIP protocol and is compliaith wWMS. SIP allows, among other things, to givéommation
about the requested application in a simple wais &tows to get rid from complex mechanisms likelD

UFA-SIP applies to any application (SIP native awmwh-SIP native). Non-SIP native applications havémplement
specific APls, making them convertible/manageabitd ®IP.

UFA-SIP is complete network architecture. It is icathdependent as its procedures are based on H3ahove
protocols. In terms of AAA and security, it implente the same features as a 3GPP network. Bettar tta, it
optimises current 3GPP attachment and authenticptiocedures.

Deployment requirements

UFA-SIP is a new architecture, constituted of tHe, the UFA_GW, and the SxS_GW. The last node iessary for
managing non-SIP native applications towards Cpmading Nodes not able to convert SIP-native appbas to non-
SIP native ones. Non-SIP native applications havienplement APIs making them convertible/manageatith SIP.
Note that this “constraint” is similar for the ANBSolution, where applications within the UE hawénplement APls
allowing them to interact with the local connectioanager.

Preferred topology

As already said UFA-SIP is a new architecture. T#\_GWSs can be in the local or regional PoPs (mearnhe
distributed/flat topologies). The appropriate taggnl will depend on traffic previsions, equipmenpaeities and tech
eco aspects.

Co-existence issues

In general, we recommend using only one technolighe same time. The choice of the technology nigpen the

expected objectives. In case it is needed to detiotier technologies with UFA-SIP, a special ditenshould be taken
with regards to the following aspects: conflicttarms of handover decisions, security threats givan solution

regarding UFA-SIP, etc.

6.3.3.2 UFA-HIP
Key features — load distribution, mobility managemaet, security, support of any application type

Key features of the technology are seamless inmtthiater-GW handover on service data flow levehgsihe Host
Identity Protocol (HIP), IEEE 802.21 Media Indepentl Handover protocol in network-controlled modelPH
signalling delegation services and context tranpfetocol. Depending on the distribution level b&tGWs, the load
distribution can be ameliorated in the network.

Unified security service is provided in the entiretwork using IPsec, independently from the acoeswork. IPsec
ESP tunnel between the UE and the GW and betweerGils shall provide integrity protection, messaggit

authentication, confidentiality, anti-replay prdien on L3. Note: integrity protection, messagegiriauthentication
and anti-replay protection is not currently prodda 3GPP-access for user plane traffic. HIP-DEXAAKence adds
this security service in 3GPP-access. In Untrus@d3GPP access the security level remains the aarntés currently
in the 3GPP standard. In Trusted Non-3GPP IP Aceeskin 3GPP-access L2 security services are pdvab
described by the 3GPP standard.

Any application can use the HIP/IPsec transport.
Deployment requirements
The deployment of the technology requires changesisting network elements.

HIP daemon extended with support for signallingedation services must be added in the UE and G\R-dthbled
DNS service may be added for name resolution tot Hdentity Tags of the application servers. AAA \ssr
functionality should be added depending on the gorefl network access service protocol. In caseesburce-
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constrained UEs HIP DEX-AKA might be a good solatiovhich requires AAA functionality located in ti@w. HIP
Rendez-vous service may be added to provide imggthability.

For security reasons, HIP-enabled UEs and GWs dhaat run applications that use other tunnelingomst letting
some applications to bypass the IPsec firewall, LHE-A-HIP technology should be used by specifipl@ations
requiring IPsec protection, with UES/MRs that onge HIP/IPsec tunnelling option.

Preferred topology

The distributed architecture is the preferred toggl because of the trade-off between load distiobutand
CAPEX/OPEX. Flat network topology is also supportéu case of centralized topology, the technologuld be
beneficious, if there are multiple S/P-GWs or ePDGs

Co-existene issues

UFA-HIP architecture proposes a new HIP/IPsec basedeling option for the EPC, hence it can notused with
other tunneling options, such as GTP, DSMIP or Rk#éBed tunnels.

6.3.3.3 NB-IFOM

Key feature — network-controlled IP flow mobility

The main goal of NB-IFOM technology is to provideadl balancing and to improve the congestion lese sif the
network. The decision is based on information, sashbandwidth, packet loss and latency of servata éows or
network links. The flow mobility control is initiatl by the Home Agent near/in the P-GW. Frequenajegafsions can
vary from a couple of seconds up to several mindths might be defined by the operator or manufiat The PCRF
makes the decision based on some PCC rules ddfinegrvice data flows, or based on subscripticia.dBhe Home
Agent in the P-GW executes the flow mapping denisio

NB-IFOM is applicable to DSMIPv6 based tunnellingtion, i.e. when UEs get IP connectivity througle t§2c
interface. Hence it cannot be applied when othenelling options are used by the UE, such as GTBland S5/S8,
GTP on S1 extended with PMIP/IP GRE on S5/S8, GTB2a/S2b, PMIP/IP GRE on S2a/S2b.

The information for the decision making on the magpof service data flow to a new UE interface, deetto a new
path towards the Home Agent (HA), is collected frira following services. The network managementesysshall
provide performance measures with network managegmmularity, such as transport link utilizatidbP| or BAT
shall provide performance measures with servica fli@iv granularity.

Deployment requirements

In order to perform network based and traffic mamagnt oriented flow-mobility operations the exigtidobile 1Pv6
(NEMO/MCoA) architecture must be extended with filowing special nodes:

Measurement Unit: One or more DPI capable (Deefxd?dnspection) devices throughout the core network
They passively monitor the overall and flow basetivork usage statistics for a given link. When ¥Phot
available, i.e., when the tunnelled traffic is e/uted, it reports only aggregated statistics oivarglink.

Mobile Node/Router (MN/MR): Mobile IPv6 node withxtended functionalities. Perform policy routing and
flow binding based on network events. Such policeseived from the Mobile IPv6 network management
entity (Home Agent) always overrule the local dieeis and predefined settings.

Home Agent (HA): Mobile IPv6 central managementitgniith extended functionality. Relays and enfarce
network-based policies received from the Policw8erSynchronizes its Binding Cache to the Polieywsr.

Policy Server (PS): A single central entity whichrforms flow binding based on overall network pagtams. It
receives link and flow usage information from nplki Measurement Units and maintains an aggregaitetirig) Cache
from multiple Home Agents. Knowing the actual fldinding usage on the network it activates policiden trigger
conditions are met.

Preferred topology

The most preferred topology for DSMIPv6 based NBYUFtechnology is the centralized topology. Stillardistributed
topology, the technology can have benefits by lmatanthe load between different paths within thendm of the same
distributed GW. However note that the technologgdoot deal with inter-GW flow mobility and servicentinuity for

inter-GW mobility scenarios.

Co-existence issues with other technologies

Note that DSMIPv6 establishes IPsec tunnel betwieenJE and the HA on the S2c interface. Hence amiggncy
issue is that DPI cannot get service data flowllévermation, except the rare case when null-eption algorithm is
selected for data protection.

GW selection is a higher layer decision system iarduld be mapped to any tunnelling solution (e@&TP, PMIP,
DSMIPv6). GW selection provides triggers to tunimgllprotocols about where to map a given traffowfl Since GW
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selection is located in the MME, a network-inittd-connectivity tunnel update procedures fit dreto it than UE-
initiated procedures.

In case of PMIP or DSMIPv6-based NB-IFOM, the GWeston could take effect only during the initiadssion
establishment procedure, e.g., selection of LMA/dAthe UE, because these NB-IFOM technologies tdsmpport
GW change for on-going sessions. E.g., the NB-IF@iVides network-controlled IP flow mobility usinigSMIPv6
based tunnelling (which is orthogonal to the ottemelling solutions used in MEVICO), GW Selectioomes into
picture during HA selection for a UE (based on Gddd, and probably other parameters of the netwdkkgr
selecting the HA, NB-IFOM can make more fine grdimstribution of service data flows, and may nbarge then
the GW. For more dynamic GW change a HA-to-HA perotois needed (like Global Home Agent to Home Agent
protocol [GHAHA]).

6.3.34 DMA with GTP
Key features — Distributed Mobility Anchoring principles with GTP tunneling

DMA with GTP technology optimizes the data routimdien the existing connections have faced user lihobver the
multiple distributed GW serving areas.

Deployment requirements

Technology utilizes the already defined 3GPP prapes| like re-establishment of the PDN connectiequest. The
network is in full control over the usage of thedbPDN connection and explicitly triggers the Wihen to request a
new PDN connection and IP address. The impactamdatdization and further on the deployment is lawew cause
codes for PDN connection release messages haeedefined for GW to MME interface.

Preferred topology

Technology benefits rely on the multiple P-GWs lie area, so it works best in a distributed netwogology with
distributed GWs. In centralized GW case the scenafithe un-optimized PGW routing is not very relet Further
benefits can be potentially achieved, if the GWtoarfunctions would be centralized and the disttddl GWs (with
pure user plane functionality) are controlled wvilie Open Flow principles.

The functional overlappings and possible co-exiteissues with similar functionality technologieFAJSIP, HIP-
UFA, PMIP-RO and NB-IFOM (DSMIPv6 based) are likalgd most probably it doesn’t make sense to incthdse
functions simultaneously in the network.

Co-existence issues with other technologies

In general 3GPP has assured the coexistence of BMIFSTP. The question of co-existence has to diestb more for
the suggested technologies and concepts rathetabking for PMIP-GTP co-existence only.

PMIP-RO proposes tunnelling the traffic between MAGGWS), bypassing the LMAs (PGWSs) and traversiey an
intermediate anchor (IA) developed for the PMIP tpcol. DMA with GTP proposes to change PGWSs using
intelligence in the PGW or changing SGW for routopgimization.

The DMA proposals with PGW relocation may not ceexiith PMIP-RO as they provide different solutidios the
routing problem: The PMIP-RO solution provides tehmodification while keeping the UE IP addresss tther
solution is to select IP (PDN) connections in tHe\WW for what a new IP address and service interoapthay be
acceptable from application point of view and foeceeconnection that allocates a new more optirgdVRand new IP
Address. It is clear that these are alternativatinis for optimal GW locations but can’t be apglsmultaneously.

The proposal to relocate the SGW to achieve maxB@W-PGW collocation and optimal routing (DMA) cdudlso
coexist with PMIP-RO, if MAG changes are possiliid anay also result in MAG-LMA collocations.

In principle the NB-IFOM would not directly conftithe functionality of DMA with GTP, because NB-IMJoperates
on the finer granularity (IP flow level) inside tlsngle Packet Data Network (PDN) connection. tiudtd be ensured
that the potential anchoring point change (with DM#\conformant with the all potentially relateddM connections.

6.3.3.5 PMIP RO

Key features — Routing optimization, localized rouing, offloading

PMIP-RO is an extension to current PMIPv6 procedareontrol communications data paths within andtatside the
EPC, i.e., between MAGs and within the LMA's realithis extension relies on the concept of intermedidata
anchors (IAs) located throughout the EPC. In a ndtwetup where MAGs are located in local PoPstaed.MA in a
national PoP, the IA function could be located ket (or inside) local or regional PoPs. The rolkAafould be played
by MAGs or intermediate LMAs or other specific hamate having routing capability. Knowing that theaR®Y (where
the LMA is generally located) has specific treatiseto perform on flows (such as charging, lawfukioeption, or
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content filtering), it is expected that IAs areald perform a subset, all, or additional servicksvhat the P-GW is
normally expected to be capable of.

The LMA through new signaling messages and for\emitraffic characteristic is now able to changegate, or
generate a specific data path after selection efarseveral 1As. Because traffics are tunnelethénPMIPv6 domain,
the resulting data path will be a succession ofidlsnbetween MAGs and IAs. For example, the operaty want to
redirect data traffic coming from sensors connedtedpecific MAG(s) to a specific IA for data aggation reducing
the treatment load at the LMA. In a vehicular sceEnawo communicating vehicles along a highwaylddwave their
communications redirected to closer IA(S) to gagttdr jitter performance. One IA could be used teraply for a UE
as data buffering close to the attached MAG in cdsadio link disruptions.

Deployment requirements
The deployment of the technology requires modiftcabf existing network elements and protocols. Ph&lP’'s LMA
daemon must be updated on P-GW(s) as well as PMIR&s on RAN GWs (S-GW, ePDG, etc.). New network

elements may need to be deployed as Intermediathoks. Furthermore, current operation of BBERF BGiRF may
be extended to handle localized and optimized mguti

Preferred topology

PMIP-RO relies on the distribution of data anchtreughout the network to localize and optimizeadaaffics. Hence,
it is not best fitted for centralized deploymer®®MIP-RO will benefit from distributed topologiesiaugh there is a
tradeoff to consider with the amount of signalingssages to maintain optimized routing paths durinbility.

Co-existence issues with other technologies

PMIP-RO enables localized routing and traffic optiation within and/or outside of the EPC while kiegpthe LMA
(located on the P-GW) as signaling anchor. Thismaehat any protocols that may change or relod¢egd*tGW would
affect negatively the performance of PMIP-RO. Herie®A with GTP should not be applied simultaneousdythe
same traffics. On the other hand, NB-IFOM is compiwith DSMIPv6, which is not compatible with PN
Therefore, PMIPv6 and DSMIPv6 (and by extension P{RIO and NB-IFOM) may co-exist if the network ségec
which of the two mobility management protocols wbbhndle the PDN connection or the UE.

6.3.4 Roaming

International roaming is a cornerstone of mobiléwoeks. MEVICO new architecture proposals, spealfic the
distributed/flat approaches, raise some questibostat. In the following diagram, you will find state of the art of the
3GPP roaming reference points depending on thewsrpotential cases, knowing that the standardizas not
complete so far, and neither the operators’ usages.instance, while 3GPP has specified a numbetedifnical
scenarios for both 3GPP and non-3GPP roaming GEMPhas defined recommendations for roaming casesving
S6a, S8, S9 interfaces but has not yet defined $pé&cific guidelines for non-3GPP roaming (case B2,and D
below).
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Figure 14 Roaming reference points

For a certain number of cases, including the abtoeal calls and the web browsing, the local breglszenario suits
better for a question of optimized routing. Nevel#iss, as long as the operators will provide wajjactien services,
the home routed scenario will be needed, to thé aba suboptimal routing. A mix of both scenarmsuld apply
depending on subscriptions, services, involved atpes’ policies and agreements between the operator

In addition, 3GPP has defined deployment of Slérezfce poin{5] for both across the home and visited network
between UE and H-ANDSF and within visited netwodtvieen UE and V-ANDSF. For the home routed scenario
ANDSEF is deployed at the HPLMN. For local breaksaenario, V-ANDSF and S14 reference point is togplo
agnostic, but most likely deployed at the natidP@lP.

As a first approach it seems the main point is iloinmze the number of roaming reference points.ti®avhy case B1
above is not recommended at all.

In all the cases, the MME distribution appearsdah issue.

In addition for 3GPP accesses, in case A, the mg1@W distribution is an issue. In case C, it is BCRF distribution
that is a challenge.

For non-3GPP accesses, both cases B2 and D show@RF distribution is an issue. 3GPP AAA servaes ot
concerned by distribution.

Both S6a and S9 interfaces are based on Diamaterder to support scalability, resilience and rmmability, and to
reduce the export of network topologies, GSMA hesommended10] deployment of a Diameter Edge agent at the
operator network edge. The Diameter Edge agemtrisidered as the only point of contact into andafw@tn operator’s
network at the Diameter application level. GSMA calsecommends to deploy Diameter proxies to provide
functionalities such as admission control, poliontrol, add special information elements (AVP) Hargl for each
application (such as MME) supported by the opera&dbdiameter proxy may reside within the Diamet&lgE agent.
Diameter routing and discovery of the next-hop agerbased on realms. GSMA recommefitl3] that in the search
order the Diameter Edge agent first consults #isdf manually configured Diameter agent locatiddiemeter realms
can be optionally resolved using DNS.

This means deployment of Diameter based interfaeesS6a interface for MME distribution and S9 nfaee for
various cases for visited PCRF distribution recgigjaite a lot of effort by the operator for distried and flat scenarios
as pointed above for cases C, B2 and D. In bothehamted and local breakout scenarios MME needstéoact with
HSS at the HPLMN, thus centralized scenario is baseéd from MME point of view in roaming case.

For the home routed scenario, VPLMN operator mashvio deploy user plane anchor point (in general G\Wnore
specifically S-GW) for S8 interface as close assfime to the network egress point (case A abovevtud frequent
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anchor changes that would be visible over potdptlahg data path (consider data traffic acrossomé operator in
Europe and visited operator in Asia) across inm@rator network (GRX/IPX) at the HPLMN operator @W). This
may even be part of the roaming agreement betwperators. The centralized scenario would be bsuéed than
distributed or flat scenario in this case.

In the local breakout scenario, the choice of dechire and topology scenario (centralized, diatad or flat) for
deployment of the user plane anchor points wouldupeto the VPLMN operator decision taking accoumtthe
discussion above about Diameter based interfaspscally if a service requires support for S9riiatee.

For all the scenarios discussed above, choicechhtdogy options for particular scenario in roamaage, in addition
to technology co-existence discussed in other pdirtsis document, will depend on subscription $fiedetails (such

as roaming restrictions in subscription recordsjyises, involved operators’ policies and roamiggeaments between
the operators.

6.4 OPEX and CAPEX analysis

This section will describe current work made withP@y especially with CUT (Chemnitz University of Teology).
OPEX and CAPEX analysis will help us to make decisbetween the three main topology evolution sdéesar
centralized, distributed and flat.

First of all, analyzing such complex system wittukhitechno-economic view may lead to too many t¢spof interest. A
survey was organized in ordéo identify topics with highest interestin order to concentrate efforts on them later.

As a result, the working group focused onto thdofeing items (see document M4 — Techno-economidyaisa—
CAPEX/OPEX models, section 2):

- Centralized vs. Distributed network deployment
- Localization of Internet Exchange Points
- Sensitivity analysis of input parameters within #imve models

- Optionally : Meshing in transport networks will bddresses, if the output of the European package 3
is sufficiently precise

Then, a first CAPEX/OPEX model was set in placeanrtie STEM software. The model use in input LTHipopent
characteristics and costs, a scenario includinfficriow demand, site locations of each POP anthedransport
capacity. It incorporates also the mapping of eonaipt to sites and demand to topology. As a reguliill calculate
typical financial statements (Cashflow, Balancestherofit & Loss).

A case study on German data has been also setda.pl

Current work is focusing on improving the transpoetwork model in order to have a better approx@manodel
computing the cost of the thousands of links inabeess and aggregation network within each seagidn of a POP.

Further work

OPEX and CAPEX models will be updated to integratlts of current work. We will also make simudatiin order
to identify key economical parameters changingctingice of topology between flat, distributed andtcadized in order
to see if some scenario may be more appropriatthéomobile packet core network for the LTE and tAdvanced of
3GPP.

6.5 Other Architecture options

This section includes the architecture diagramsuiing other technologies being analyzed in MEVI@@t have
lower priority but still are under considerationaddress some of the challenges and requirememiseTtechnologies
are; Customer Edge Security (CES), Ethernet Omeratind Management (O&M), HIP Authentication, Mobile
Relaying and mobile Peer4Peer.

Centralized Architecture
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Flat Architecture
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Figure 17. Flat Archictecture with all MEVICO teatingies.
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7 Conclusion

The digital lifestyle goes mainstream. Mobile broadd traffic volume increase is inevitable and filiere network
architecture evolution has to be optimized to capth this situation. Moreover, the evolving techogies in
connectivity, end devices User Interfaces, andwes®t applications such as Video on Demand, Multim&treaming,
Home networking, Remote Monitoring, Tele-Health &n&M applications will change the traffic patteras they are
known today. Therefore, mobile networks have tgosupnot only rapid traffic demand but also vaoatin the traffic
profiles. In order to manage the increased traffid new applications with new requirements, LTE-BEE¢hnologies
have adopted an all-IP architecture that integratesore distributed management and QoS strategy. arbhitecture
simplifies the network stack, but can make thecedfit operability more complex. Operators seek uocessfully
deliver robust rich media data, voice and videosises. There is a need to measure and assure Qt iall-IP
network. This requires not only proper planning aetiwvork engineering, but also a system that isisgboptimized
and designed to handle future mobile data demamdVIEVICO project, we intend to specify a network deb
optimized to maximize the end-user mobile broadbamgerience and ensure efficient congestion-fremvoré

performance.

This MEVICO architecture document firstly descriltbe problem statement that mobile networks witlefan the
future. The challenges and requirements for the gereration of mobile networks are identified. Tdallenges are
mapped into different KPIs. Secondly, MEVICO proges set of selected technologies to address Kise Thirdly,
MEVICO architecture approaches describe how theshnblogies are planned to be deployed in the cuEeolved
Packet Core (EPC) network and how they could caaipeto provide efficient architecture evolutiorindly, the
coexistence issues during the deployment of tHerdifit technologies are indicated.

Those technologies are still under study by the MEY partners and more detailed analysis of theiveliss and
performance are expected in the later phase oprhiect. In the future work, we will also analyZes tbenefits of the
new architecture compared to the implementatiooresff CAPEX/OPEX/evolution disruption etc.). Thbssed on the
results of the performance improvements and CAPEPER evaluation, in the last release of architectimeument,
we will conclude the potential network evolutiosians.

MEVICO work has not identified clear bottleneckstlie LTE architecture, but there are needs for kitdlability and
flexibility of the network capabilities due to pate&lly quickly evolving demand. Network needs ttapt and optimize
itself to meet the changing needs of subscribées services they use and the operational stateeohétwork itself.
Network shall become continuously aware of usdfitrdemands and the network resources that ardadeato serve
those demands dynamically. Thus, improved architatbptimizations (both with respect to CAPEX @BEX) have
to be identified in order to ensure the sustairitgiolf future mobile networks.

There are certain challenges pointed out in therskte GW distribution, like economical sustainiépibnd created
complexity compared to potential benefits. For fia&ure network capability enhancements some newvawp
networking trends might be reasonable to consiolefuirther study.

Mobile networks are constructed with utilization Bf and networking technologies. Both technologgaar are
currently experiencing fast transformation, maidbe to virtualization. Clouds are changing the waffware systems
are deployed and managed, and network virtualimatinables dynamic provisioning of virtual netwolices to

different users of the network. One promising dolutto this dilemma is to apply software definedwerking, or

programmatic control of network resources, to deé®mthe innovation cycles in software and hardvepistems.

The advent of mobile ubiquity is pushing the growthraffic to unforeseeable levels. To obtain airgtble true mobile
broadband, the increase of revenue needs to fal@maincrease of traffic since, if it does not,rihtbe user experience
will be negatively impacted. LTE brings the meansobtain bigger, smarter and cheaper pipes, cheagt@rork
operation and high performance; but needs haveratis introduce new service and revenue modelsitivagrate
service differentiation, cost and optimizationstualization, energy efficiency and self organizirefworks.

On one hand , Cloud Computing (CC) is being adopte@nterprise IT systems to achieve virtualizatwhIT
infrastructure to optimize resources through slhggrioutsourcing operation and service architectioesbtain the
necessary CAPEX/OPEX improvements. On the othed h&RE flat network architectures variants and roetw
convergence scenarios proposed in the MEVICO prajeed to be introduced to obtain the required awpments in
mobile communications. Network virtualization, C&ftware Defined Networking, as well as other tedbgies, need
to be studied and developed for achieving the rete@e QoE and the CAPEX/OPEX improvements.

In all, security, flexibility, maintainability, imroperability, performance, scaling issues stidchéo be further addressed
before widespread use of these technologies isipes® common solution based on carrier grade QT altow
achieving complete convergence that better integrtte telecom and IT worlds to obtain the beneéitsh can offer.
The use of CC in telecom networks

The different NE and functions used to run onlydamicated servers. The elimination of hierarchiegtiwork layers
(flat architectures) allows using generic servawstimg the network functions and locating themHa tloud so that
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they can be dynamically created, allocated, dezatkd, moved and removed from virtual machiness Tiil bring
several benefits that include scaling telecom ses/ion demand, improving reliability and availdpitind thus make
the use of the telecommunication infrastructurearefficient.

The use of telecom networks in CC

Cloud computing usually requires large amounts mfcessing power, storage and bandwidth. Managimgeth
resources becomes critical to support the promigedity and service mobility to the users. Furtherey many future

cloud devices will be wireless, requiring ubiquiokigh speed, wireless internet support that cast mifectively be

provided by mobile networks.

CC will have a big impact on telecom networks doiéncreased demand for traffic but also, for insermmaking it

necessary to define new business models that déalSkA responsibility and assure the migrationcofrent data
centres.

The introduction of new services and technologiee has high impact on networks due to the incik@senplexity
that is required to manage them. This implies tkednto introduce new techniques that allow autargathe
deployment, optimisation and operation of netwoikual or non-virtual resources and services. Sgifimising
Networks, Software Defined Networking .are expected to become key elements that allowirsfiaand managing
bandwidth, fine grained interaction with applicatoto deliver the quality of service required bystamers. These
require the introduction of technologies that pdevihe capability to recognize different traffiols, such as deep
packet inspection, service steering, and intelligeaffic control to dynamically monitor and contsessions on a per-
subscriber/per-flow basis.

Power consumption in the networks has not beenideresi in MEVICO but will be a main requirement future
network solutions, we need to add comments inrggpect to the different architectures and teclgietoif only as a
reference to conclusions and findings in otherguty e.g. EARTHO].
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