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3  Executive Summary

This document defines the Architecture Design Redeafor the Celtic MEVICO project. The scope dmal ¢ontext of
MEVICO project are summarized to recall the businelsivers. An overview of Evolved Packet Core (EPC)
architecture and the related network elements aseribed. The evolution of the network traffic amshge scenarios
are the guidelines of MEVICO to generate a moriiefit mobile architecture for the LTE (Long Termdtution) and
LTE-Advanced radio access systems of 3GPP.

The MEVICO architecture is based on requiremenised to different aspects (usage and operatigreaformance,
network management, mobility, scalability, relidlyjl availability, security, charging, energy eféacy, traffic
management).

These requirements allow identifying Architecturdallenges related to the different topics (netwdokology,
mobility, network transport and management, trafi@nagement, applications and services).

This release of document includes technology smistiselected based on the relevant KPIs. The ttadiae are
mapped into different architecture topologies. Thisase contains the coexistence analysis okttfenblogy solutions,
but not yet the further analysis which leads tofthal architecture evolution recommendations.
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4  List of terms, acronyms and abbreviations
Generally the 3GPP used terms are used in thisndeau[1].

Clarification of used terms in the document

Access Point Nameg  In 3GPP, Access Point Name (APalyeference to the Gateway GPRS Support Node
(GGSN) or Packet Data Network Gateway (P-GW) taised. In addition, Access
Point Name may, in the GGSN or P-GW, identify theket data network and
optionally a service to be offered [2]

Application The group communications will include a varietynadiltimedia application types so

agnostic group the solution that enables the group communicatstwadl be application-agnostic.

communications

Busy Hour In a communications system, the slidiGgrinute period during which occurs the
maximum total traffic load in a given 24-hour petio

Connected A subscription that has one IP address assignedable always-on feature.

subscription

Device A physical entity with communications intaré that requires an active subscription [to

networking infrastructure to establish a connectidmere is an endless list of devices
e.g. smart phones and other mobile phones, laptiipsJSB dongle or integrated
wireless interfaces, vehicular network with sevenaltimedia devices, home network
with sensors, actuators, home devices such ag@itame, Video-on-Demand
players, Home GWs, etc., vehicular devices sudh-aar multimedia player, game
console, etc., other devices associated to thesuséras personal sensors, body
network, etc.

Dynamic resource | The network shall dynamically reconfigure providiawdditional bandwidth to traffic
allocation demands.

Fixed broadband | Wireline connection enabling speed >1Mbps per user.
data connection

Hyperconnectivity | Use of multiple means of commatiicn, such as email, instant messaging, telephane,
face-to-face contact and Web 2.0 information sewidlso a trend in computer
networking in which all things that can or shoutenunicate through the network
will communicate through the network.

Offloading The traffic offloading in this documemteans routing away the traffic originating fro
the EPS/mobile network/mobile device onto someratleéwork such as WLAN.

macroscopic traffic | It includes all mechanisms with the primary objeetio improve efficient usage of
management network resources. Parameters for optimizationrit@séraffic patterns without
detailed knowledge of individual flow attributes.

microscopic traffic | It is associated with all mechanisms with the priymabjective to improve performange
management of individual flows based on application type, upesfile and other policy related
information.

Mobile broadband | Wireless connection enabling speed >256kbps perambwide user mobility.
data connection Technologies include CDMA2000 EV-DO, WCDMA/HSPA, ETMobile WiMAX,
and TD-SCDMA.

Mobility type Host mobility (a host changes its point-of-attachtheuser mobility (user moves from
support one host to another) and session mobility (oldiseds restored when the user moves
to a new host) shall all be supported e.g. viaeggafion of mobility protocols or a
single protocol.

=

Moving network The network and its subsequent nitylyplrotocol(s) must support network mobility i.e.
moving networks such as bus, cars, aircraft, PAN, e

Multi-homed Terminals with several interfaces up that allow itighbetween any IP address

Devices currently bound to the device. Multihoming is ahmeicjue that allows to be connected

to several networks; it can be used to avoid thglsipoint of failure for the network
connectivity. Most of the time, the implementatisnealized through use of
multiple interfaces

Version: 1.3 Page 9 (85)
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Provider Edge

Provider Edge devices is standast 2yl 2) Ethernet, which is paring with the
Customer Edge (CE) through a User-Network Interfaiél)

Scalability

Scalability in a network is the ability adapt to a change of order of magnitude of t
demand. So it is its ability to increase its capasihile maintaining its features and
performances. Not to make the confusion with cotigesssues. A congested networ|
might be scalable but just needing a capacity ujméa existing equipments upgrad
or new equipments integration. On the other hamdtaork we can not upgrade
anymore without loosing performances or revenuesiscalable.

[y

Small cell

Small Cells are low-powered in-buildiogoutdoor radio access nodes that operate
licensed and unlicensed spectrum that have a ifaoigel0 meter upto few kilometers
Types of small cells include micro, pico and feroédls, distributed radio systems wit
remote radio heads and Wi-Fi hotspots. Small eettsused by mobile operators to
extend the wireless service coverage and/or inereesvork capacity, both indoors
and outdoors

n

Subscriber

A Subscriber is an entity (associate¢d mme or more users) that is engaged in a
Subscription with a service provider. The subsariballowed to subscribe and
unsubscribe services, to register a user or afligsers authorized to enjoy these
services, and also to set the limits relative ®ukbe that associated users make of th
services. [1]

ese

Subscription

A subscription describes the commerelationship between the subscriber and the
service provider. [1]

Network topology Network topology represents thela of the interconnection between network
elements e.g. routers, switches or other commuaitalements.
User End user, an entity, not part of the (3GPR}e3y, which uses (3GPP) System

services.[1]

User Equipment
(UE)

In 3GPP System, allows a user access to netwovicesr A User Equipment can be
subdivided into a number of domains, the domaitsgogseparated by reference poin
Currently the User Equipment is subdivided intoth€C (Universal Integrated
Circuit Card) domain and the ME (Mobile EquipmeBtjmain. The ME Domain can
further be subdivided into one or more Mobile Teration (MT) and Terminal
Equipment (TE) components showing the connectivitiwveen multiple functional
groups [1]. In this document UE and Mobile Device ased parallel.

vertical handovers

Vertical handover is a handdetween two different radio access technologiesdbs
not share the same radio infrastructure. For exangphandover between 3G and Wi
is a vertical handover, but a handover between GRRISHSDPA is not a vertical
handover, it remains a horizontal handover. Usaabbver with the same radio acce

Fi

technology is horizontal handover.

Version: 1.3
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List of abbreviations

3GPP 3rd Generation Partnership Project, bas&aiSM Technology
AAA Authentication, Authorization and Accounting
AKA Authentication and Key Agreement

ALTO Application Layer Transport Optimization
ANDSF Access Network Discovery and Selection Fimct
AP Access Point

APN Access Point Name

ARP Allocation and Retention Priority

ARQ Automatic Repeat-reQuest

BAT Bulk Analysis Tool

BER Bit Error Rate

BS Base station

BTS Base Transceiver Station

CAPEX Capital Expenditure

CBS Committed Burst Size

CDN Content Delivery Network

CES Customer Edge Switching

CET Carrier-Ethernet Transport

CIR Committed Information Rate

CMIP Common Management Information Protocol
CN Core Network

CoMP Coordinated Multi-Point

CSCF Call Session Control Function

DDMM Distributed and Dynamic Mobility Management
DHCP Dynamic Host Configuration Protocol

DHT Distributed Hash Table

DL Downlink

DMA Distributed Mobility Anchoring

DNS Domain Name Server

DPI Deep Packet Inspection

DWDM Dense Wavelength Division Multiplexing

E2E End-to-end

EAP-SIM Extensible Authentication Protocol - Suliiser Identification Module
EBS Excess Burst Size

EIR Excess Information Rate

eNB Evolved Node B (eNodeB)

EPC Evolved Packet Core

ePDG Evolved Packet Data Gateway (ePDG)

EPS Evolved Packet System

ETSI European Telecommunications Standards unstit
E-UTRAN Evolved UMTS Terrestrial Radio Access Netko
EVC Ethernet Virtual Connection

Fl Future Internet

FTTA Fiber To The Antenna

Gbps Giga Bit Per Second

GBR Guaranteed Bit Rate

GGSN Gateway GPRS Support Node

Version: 1.3 Page 11 (85)



MEVICO D1.4

GHz Giga Hertz

GPRS General Packet Radio Service

GTP GPRS Tunnelling Protocol

GUTI Globally Unique Temporary ID

GW Gateway

HeNB Home eNB

HetNet Heterogeneous Network

HIP Host Identity Protocol

DEX Diet Exchange (HIP DEX AKA)

HNP Home Network Prefix

HO Handover

HSPA High-Speed Packet Access

HSPA+ Evolved HSPA (3GPP release 7, including PAB
HSS Home Subscriber Server

HTTP Hypertext Transfer Protocol

HW HardWare

I-CSCF Interrogating-CSCF

ID Identifier

IEEE Institute of Electrical and Electronics Enggins
IETF Internet Engineering Task Force

IFOM IP Flow Mobility

I-HSPA Internet HSPA

IKEV2 Internet Key Exchange, version 2

IM Instant Messaging

IMS IP Multimedia Subsystem

IMT International Mobile Telecommunications
IMT-A IMT Advanced

IP Internet Protocol

IPsec Internet Protocol Security

IS Intermediate System

IS-1S Intermediate System to Intermediate System
ISP Internet Service Provider

IT Information Technology

ITU International Telecommunication Union
KPI Key Performance Indicator

L2 Layer 2

L3 Layer 3

LAN Local Area Network

LFN Local Fixed Node

LSP Label-Switched Path

LTE Long Term Evolution

LTE-A LTE Advanced

LMA Local Mobility Anchor

LU Location Update

M2M Machine-to-Machine

MAC Media Access Control, a low layer protocol
MAG Mobile Access Gateway

MASE Media Aware Serving Entity
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MBH Mobile BackHaul

MBR Maximum Bit Rate

MCCS Multi-Criteria Cell Selection

MIH Media Independent Handover

MIMO Multiple Input Multiple Output

MIP Mobile IP

MLB Mobility Load Balancing

MME Mobility Management Entity

MN Mobile Node

MNO Mobile Network Operator

MTM Microscopic Traffic Management

mP4P Mobile P4P

MPLS Multi-Protocol Label Switching

MPLS-TP MPLS Transport Profile

MPTCP Multi-Path TCP

MPTCP-Pr MultiPath TCP - Proxy

MR Mobile Router

MRO Mobility Robustness Optimization

mRVS mobile Rendezvous Server

m-SCTP mobile-SCTP

MSO Multimedia Streaming Optimizations

MTC Machine-Type Communications

NB Node B

NB-IFOM Network-based IP Flow Mobility

NEMO Network Mobility

NETCONF Network Configuration Protocol

NG Next Generation

NIMTC Network Improvements for Machine-Type Comruations
NMIP Not Mobile IP

NW Network

o&M Operations & Maintenance

oC Optical Carrier

OPEX Operational Expenditure

oTT Over The Top

P2P Peer-to-Peer

P4pP Proactive Network Provider Participation faPP
PBB-TE Provider Backbone Bridge Traffic Enginegrin
PBM Policy-based Management

PCC Policy and Charging Control

PCRF Policy Control and Charging rules function
PE Provider Edge

PDN Packet Data Network

P-GW Packet Data Network (PDN) Gateway
PMIP Proxy Mobile IP

PMIP-RO Proxy Mobile IP — Route Optimisation

PoP Point of Presence

PPP Point-to-Point Protocol

PS Packet Switched
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QClI QoS class identifier

QoE Quality of Experience

QoS Quality of Service

RAN Radio Access Network

RAT Radio Access Technology

RFC Request For Comments

RGW Residential Gate Way

RLF Radio Link Failure

RNC Radio Network Controller

ROF Radio Over Fiber

RPC Remote Procedure Calls

SA Security Association

SAE System Architecture Evolution, LTE’s core netlvarchitecture
SAIL Scalable and Adaptive Internet Solutions
SCTP Stream Control Transmission Protocol

SDH Synchronous Digital Hierarchy

SGSN Serving GPRS Support Node

S-GW Serving Gateway

SIM Subscriber Identity Module

SIMTC System Improvements to Machine-Type Commatins
SIP Session Initiation Protocol

SNMP Simple Network Management Protocol

SNR Signal-to-Noise Ratio

SON Self Organizing Network

SW Software

TCP Transmission Control Protocol

TDD Time-Division Duplex

TEHO Traffic Engineered Handovers

THP Traffic Handling Priority

™ Traffic Management

TRILL Transparent Interconnection of Lots of Links
UE User Equipment

UL Uplink

UMTS Universal Mobile Telecommunications System
UsB Universal Serial Bus

VLAN Virtual Local Area Network

VoD Video-on-Demand

\VolP Voice over IP

VPLS Virtual Private LAN Service

VPN Virtual Private Network

WDM Wavelength-Division Multiplexing

Wi-Fi “Wireless Fidelity” a trademark of Wi-Fi Alince (IEEE 802.11 certified devices)
WIMAX Worldwide Interoperability for Microwave Aass (IEEE 802.16 standard)
WLAN Wireless Local Area Network

WMN Wireless Mesh Network

XML Extensible Markup Language
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1. Introduction

This document defines the Architecture Design Redelh Documentation for the Celtic MEVICO projechidTis the
D1.3Report, part of the Work Packagt This study is conducted in 2010, 2011 and 20t2 content is contributed |
the whole MEVICO project consortiu The document is constructed in a logical progresdepicted beloy

Section 1 introduces the scope and the context oW/ NIB project. Section 2 describes t future mobile network
traffic and usage scenaritisat MEVICO architecture shall supp. Section 3 identifies tharchitecture requirements
based on the trends and scenarios studied I. Section 4 describes the architectuhalienges. Based on the
challenges, Section 5 proposeshnologysolutions. The choice of MEVICO architectusgproaches is described in
Section 6.

1.1 Business drivers for the MEVICO project

Affordable, truly accessible mobile broadband hagumed withHSPA (HighSpeed Packet Access), HSPA+ (3C
release 7, including HSPA), and LTE (Long Term Evolution). It has blurboundaries between mobile/fixed &
voice/data for endisers, operators and application develo

Mobile data traffic is expected @row faster than the fixed Internet for the comimgars and with the same rate
fixed Internet in the long term. Radio access aock cietwork must be scaled to accommodate the tegheaffic
growth, especially if we consider limited revenuewgth. It will lead to access and core networks cost pres

Traffic volume/
Cost

/

/ Network cost
(existing technologies)

Traffic volume

Revenue

Network cost
(with target technologies)

Time

Voice Data dominated
dominated

Figure 1 Problem statement of radio access and core network

The operators have to satisfy the demands of theseevices and data volume growth, in order to iarcompetitive.
New business modelare required and redefining business priorimight also impact the selection of netwc
infrastructure.

1.2 Overview of Evolved Packet Core (EPC) architectur

In 3GPP release 8, LTE and SAE (System Architediwelution) werk resulted in the specification of th« UTRAN
(Evolved UTRAN) and in the specification of Evolveédicket Core (EPC); both components form the ERSIEd
Packet System). LTE-EPi€ the name for the long term evolution of UM
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Figure 2 Evolved Packet Core network

The Evolved Packet Core is made of three main nétentities, described in [3], [4], and [5]. Thesuplane consists
of two types of nodes, theerving Gateway(S-GW) and thé®DN Gateway(P-GW). The control plane is made up of
a separat®lobility-Management Entity (MME) :

e TheMME manages all the signalling (control plane):
* TheS-GW terminates the user plane interface towards E-UYRA
e TheP-GW terminates the user plane interface towards omeooe Packet Data Networks:

1.3 Other network elements linked to the Evolved Packe€Core (EPC)
The other network elements linked to EPC are tHeviing:

» Legacy 3GPP access: Serving GPRS Support Node (5GSN

* Non-3GPP access: Evolved Packet Data Gateway (eF3BBP)P AAA server;
+ Evolved UTRAN (E-UTRAN);

* Home eNodeB;

» Policy and Charging Control architecture.
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2. Network Traffic and Usage Scenarios

2.1 Mobile traffic, service, and technology evolution 208-2020

This section collects traffic analyses from the suple of years and provides some traffic forecap to 2020. The
evolution scenarios for the growth of traffic volasnand the number of users as well as the impaefipgcation,
service and technology evolution scenarios arereave

2.1.1Traffic Data evolution

The mobile broadband subscriber and traffic volumeeease is inevitable and the future network aechire has to be
designed to cope with it. The mobile traffic glolimtrease is a consequence of several factors:tgrofithe mobile
subscriptions (e.g. growth of population, improvingng standards), evolution of the mobile netwsrklevices and
services (e.g. affordability of capable devicesabded connection speeds, low cost flat rate daaspleasier usage,
evolution of communication needs). And there isugehincrease potential of devices/subscriptiorffitravith the
Machine-to-Machine (M2M) communications.

The network needs to be optimized to maximize titeeser mobile broadband experience, minimize tbbila device
battery consumption and ensure efficient, congedtiee network performance. Because the availatailen network
frequency bands are scarce and the utilized spesffiaiencies are tending to the theoretical lingeveral other
methods to cope with the increasing capacity demme®tl to be utilized. Even though the regulatiopléning to
open new Digital Dividend frequencies in the comyegrs, this alone will not be able to totally sottae problem.

Some regulatory or public funding drivers can hameadditional impact on the operator interest t@#h to expand the
network capacity. There are some guidelines dramtheé European Commission Vision 2020 related gitBliAgenda
work [6], for example, guidelines defining the nmimim connection speed targets for broadband Internet

2.1.2Services and application evolution

The most remarkable mobile user application chghenin the future are expected to come from vidsmial
networking and M2M types of services, which expdiadly will increase the traffic volume.

Video: The sum of all forms of video (including InterngV, Video on Demand, interactive video, and PeeRter
(P2P) video streaming, mobile 3DTV, etc.) will acobfor close to 90 percent of consumer traffixgfl and mobile)
by 2012 [7]. The evolution of the Content Delivégtworking (CDN) and intelligent data caching teslugies in the
fixed network side might have impact on the mobigwork architecture, mainly by bringing the contknwer in the
network and enable efficient usage of several fédws from different content sources.

Social networking Consumers are more and more using a variety mices to communicate (e.g. email, instant
messaging, twitter, Facebook, video, VoIP, and st bb other social networking applications) tha¢ @smix of voice,
video and messaging.

M2M: M2M communications have enormous potential (tefidillions of devices to be connected) to becoime t
leading traffic contributor. These types of sergiedll also generate different traffic time var@ts than those due to
human activity (non-busy hours, strict latency fiegments, initialization/synchronization after rgedng from a
network failure). Note that M2M devices might hdeager life cycles than the ones of handsets. Thigd be a factor
limiting new technological advances, replacing themeclaim spectrum can be infeasible.

Mobile Gaming: As the handheld devices are equipped with betedware, online mobile gaming traffic is expected
to become a significant traffic contributor. Maimiag game stability among several mobile usersessitates the
transmission of state updates between each maobiiealwith low latency.

To efficiently cope with the challenges relatedth@se services, there is a need to consider thdlennétwork
architecture optimization to allow efficient usetirterogeneous network environments and understenimpact of
CDN technology evolution.

2.1.3Evolution-enabling technologies
The main evolutions are related to:
« Bandwidth needs in radio technologies become sirtoléixed network;
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Miniaturization of radio technologies facilitatebet deployment of devices with only basic connettivi
functionality increasing the growth of machine t@ahine communications; Evolution of processing and
networking technologies: there is no clear indmativhether in the future the applications will ts=d on the
end device or on the network.

2.1.4Aspects to be taken into account

The following aspects should be taken into account:

Flat rate pricing in mobile broadband networks hatimulated many users to change their fixed braadb
access to mobile.

Users should obtain similar bandwidth capacity rdigss whether the underneath technology is wisetes
wire line.

Traffic growth in mobile broadband networks is nigidue to the evolution of the mobile networks, ideg
and services. And to a certain extent it is dua $onooth migration of users from fixed broadbarttvogks.

New traffic patterns and exponential traffic incgeaoriginated from new devices that incorporate ilmob
broadband connectivity (e.g. sensors, home apm&nc

The evolution of User Interface and ways of intérecwith the mobile devices will open up the dexhdor
new applications which require higher bandwidth gaderate more traffic.

Traffic balance in uplink/downlink in the futureu@ently mobile devices are mostly consuming cotteuat
there are signs that real-time sharing (e.g. lisee&leo) can put significant traffic demand fotink.

The new service levels enabled by the hyperconngctiill place huge capacity demands on the neksor
The four key growing enablers of hyperconnectiaitg: (a) the growing penetration of high-speed diaad,

(b) the expansion of digital screen surface arebrasolution, (c) the proliferation of network-etetbdevices,
and (d) the increases in the power and speed ofating devices.

Context-aware mobile computing, in which applicasocan discover and take advantage of contextual
information (such as user location, time of dayarbg people and devices, and user activity), caoduce
new challenges to system infrastructure.

All available capacity will be exploited, with affdable pricing. In mobile networks, different chagymodels
(with respect to fixed broadband) shall/could bpleited, in order to share the limited radio acoegsacity,
since flat rate alone should not be the most shaitatodel.

Net neutrality has to be respected in the servidieery and quality.

2.1.5Key metrics

There are general challenges in the mobile netviutlire trends identified in the studies carried sutMEVICO
project: Increase of subscriber amounts (with hpgential of M2M), high increase of the data amsufariven by
video delivery), always on applications, availalibf heterogeneous network and multiple typesntérfaces in User
Equipments (UES).

The results of the preliminary studiedone in MEVICO project show that there are sevdralers that will cause
network scalability and optimization challengeseTurrent architecture needs to be scaled accotditige growth of:

data traffic volume per user by about 3-10 timeydgr 2020 compared to 2010

number of mobile broadband subscriptions and emdsuscrease by 8-12 times by year 2020 compared to
2010, according to our internal traffic forecasts.

o when including the M2M devices even to 50 times

mobility rate (users changing their location durthg active broadband communication) will remaiousd
20-25%, so most of the mobile broadband usage talkes in stationary location.

number of network nodes, due to densification/feztpy overlay/small cell needs, heterogeneous nksvor

! Analysis of the traffic evolution over the pasty® based on statistics and data collected froferdift sources. This
information has been combined, together with fosec&rom research studies and public reports, derto provide
the estimated traffic growth up to year 2020. Themreferences are Ericsson and NSN internal nads¢dr addition

to [8].
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« network signalling load. Even mobile core netwadanslling load share of the total traffic amoune&imated
to increase moderately from 2% to 3% from 2010G2® but with the estimated total traffic, substop and
network node increase the signalling will increasasiderably

Therefore, the future mobile architecture shouldl @mong others with the challenges associated thétincrease of
traffic, mobility and signalling traffic while keépg the OPEX under competitive levels for operators

2.1.6Conclusion of the mobile data traffic evolution

Mobile broadband usage has taken off in the laspleoof years due to several factors such as inggrawetwork
capabilities, affordable data plans and the ewotutbf end-user devices. The main drivers for thieiré&s mobile
broadband traffic growth are the increase of glahddscribers number, the evolution of the useradsvihat enable
easy usage of data hungry services and the ewolafithe network functionality that enables operato provide high
speed mobile services with attractive pricingslfareseen that these factors, in conjunction withevolution of the
applications in new areas, will tempt more usernstilize new devices and consume more data. Mostetflata hungry
applications are related to entertainment contikat,video streaming, social networking, mobile gagy and thus the
enthusiasm to use them depends largely on thecseguists. The end result is that mobile broadbaaffictvolume will
increase in the future and the network architeatwaution has to be optimized to cope with it.

2.2 Mobile usage scenarios

The target of this section is to identify the trenthe new technologies and drivers having an impaanobile core
network architecture. Scenarios bringing new regqugnts to mobile networks in terms of latency, digbitraffic
management, etc. have been identified.

2.2.1End user service scenarios

Fixed-Mobile Convergence

The Fixed-Mobile convergence section addressesusagnarios where there is no expected QoE differéar the end
user on whether the communications are done oxed for mobile networks. The following three useesalisted are
already defined in 3GPP.

* Internet access with Parental control and perdineaball,
* \oice/Multimedia and Charging,
* Video.
Another use case is mass delivery of real-timeimeliia content which has specific requirements.

M2M communication and wireless sensor network scemms
The machine to machine scenarios include the fatigs:
* Remote healthcare
e Smart metering / industrial monitoring
* Mass monitoring, mass remote control, Tracking ctisje
« Automotive connectivity traffic scenarios
* Internet of things and future Mobile networks

2.2.2Network (operator) usage scenarios
The Network (operator) usage scenarios includdaiaving:
» Energy saving improvements
» Virtualization and Cloud computing
e Seamless user experience of mobile Internet ovétipteudata GWs and multiple interfaces
* Small cell deployment
e Secured access by design to limit unwanted tr&dfimobile clients
» Mass event coverage and capacity enabling withlegsemesh transport
e Automatic and Secure Layer 2 Virtual Private Netygor
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2.2.3Conclusions on Mobile usage scenarios

The traffic analysis based on aggregation aloneoisenough in the future application contexts. Bsgr and per
application analysis is needed for a better undedshg and optimization of traffic. Detailed knoage of traffic
patterns, including packet size and time intervais, needed to improve resource allocations andgirolite required
end-user's QoE. In order to manage the increasdfictand new applications with new requirement$E{EPC
technologies have adopted an all-IP architectuaiitiegrates a more distributed management andsfgategy. This
architecture simplifies the network stack, but nsatee management more complex.
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3. Architecture Requirements

The architecture in MEVICO focuses on the evolutadnthe mobile packet core network for the LTE (goherm
Evolution) and LTE-Advanced of 3GPP. MEVICO willugsty and define system concepts to enhance the &dolv
Packet Core (EPC) of 3GPP in the mid-term in 20@142towards the requirements that are challendiegpacket
connectivity capabilities.

The project will focus on the network aspects tmptement the research and standardization (3GP&)d3l ongoing
for defining and standardizing a new radio systéftlAdvanced as the next step of the LTE radio teldgy in 2010.

The project will not address the radio interfaceeass, but will rather enhance the network architeg higher bit rates
and higher capacity. Nevertheless, the peculiarigind limitations of the radio portions are refecinto the core
network and those impacts will be therefore adeémss the project.

As an example of requirements, we will focus onftiiowing illustrative and challenging video sezg@s to show that
the architecture covers all the spectrum of potérgtervices, namely Internet TV, VoD, Personal Bazesting and
Interactive Video. The MEVICO network will expldiieterogeneous wireless access to deliver medi&miotat mobile

customers. MEVICO will focus on LTE Advanced andr#léss Local Area Network (WLAN) access co-operatis

depicted in the figure below:

Mobile Network Provider Content Provider

~
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Figure 3 MEVICO possible network vision for improving video service efficiency

The main requirements for the future mobile netwatke the following:

» Enabling the efficient use of the heterogeneousiorlt capabilities, like multi-access (several sitaoneous
parallel paths, fixed-mobile, convergence) and mmate (several overlapping alternative Radio Access
Technologies (RATS)).

0 This requires an efficient and optimized way ofesthg/utilizing the multiple available paths,
because, until now, the mobile device is not abled active simultaneously on all RATSs.

o Use of multiple interfaces brings new challengesdifferent functions: Identity Management,
security/privacy-preserving methods, charging, ldwiterception, etc.

« End user Quality of Experience is the key driverdtchitecture evolution.
o Architecture related capacity bottlenecks shalabeided (i.e., the scalability has to be ensured).
o0 Latency and throughput need to be kept optimal vihefic load is high.
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o “Always On” applications need to be handled optimakithout causing extensive load to network
signaling.
» Implications from the new, very high capacity radicess network topologies — like LTE and Wi-Fi 802 -
shall be taken into account.

» Cost optimization needs to be addressed with d¢ace she operator’s revenue increase will be modeastto
the widespread flat rate model...

« Traffic optimizing concepts under study for the uet Internet, e.g. to access the content cachedtodhe
user, Information Centric Networking/Content DefiwvéNetworking concepts, shall be studied to underst
their impact for optimizing the mobile network aitelcture.

In the subsequent sections, we will list all theuieements. The requirement numbering stems fronvNIB-internal
requirement structuring. Only the requirements withy high and high priority are taken into account

» Arefers to Architectural requirement
e F refers to Functional requirement
* N refers to Non-functional requirement

3.1 High-level requirements — user and operational asts

The requirements in this section shall secure tthatnetwork provides mobility functionality withiand across the
different access systems.

A5.1.1: Heterogeneous transport technologies

The packet transport service architecture must @upgpeterogeneous transport technologies at alldesf network
hierarchy. Multiple technologies - some of thoseusti provide long-term compatibility for M2M whel¢E usable life
time can be significantly longer than mobile phonasmart phone.

A5.1.2: Multiple operational domains
i.e. segment, technology and operator domains.

A5.1.4: Topology diversities for network architets

Network architecture must allow EPC functions dlsttion to be close to the devices from the acgesst and the
possibilities of different topology architecturesishbe from fully distributed (close to the endryise centralized.

A 5.3.1: QoS guarantee

In the network it must be possible to guarantee @oSupport e.g. Voice/Multimedia and Video accogdio service
level agreement policies.

A 5.5.3: Support for Disparate Wireless Technolsgie

The networks must support roaming over heterogenacuess systems, systems built upon e.g. inteegdocellular,
WLAN, Bluetooth, and satellite networks, within ooperator domain

A5.6.1: IPv4 / IPv6 Cross-Family Communication
The network must support interoperation betweed I IPv6 i.e. support cross-family communication.
3.2 Performance requirements

Network performance needs to satisfy the demandbeohew services and data volume growth, if opesavant to
remain competitive.

A 6.1: Optimized architecture for content delivery
The mobile network architecture shall be optimifmdcontent delivery methods.
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A 6.4: Low latency

The network shall provide low latency to enablel ig@e network functions. This is specified in 3GRB “The
maximum delay should be comparable to that fordfikeopadband Internet access technologies”.

A 6.7: Synchronization

The network shall provide Clock synchronization nsig transport over packet network to enable aceurat
synchronization of mobile Network Elements (NE).

A 6.8: Mobility type support

Host mobility (a host changes its point-of-attachint® the network), user mobility (user moves frome host to
another), and session mobility (old session isorest when the user moves to a new host) shall pposted. Session
mobility (old session is restored when the user esoto a new host) shall be supported e.g. via gneggtion of
mobility protocols or a single protocol.

A 6.9: Device characteristics

The network shall allow taking advantage of M2M ideg with pre-defined characteristics like Mobilifixed device,
devices with low or high mobility; and Traffic pitg.

F 6.1: Small cell signalling optimization

It shall be possible to minimize the signalling doeaused by deployment of small coordinated cellthe network
architecture.

F 6.6: Multi-elements connectivity
Transport service shall support efficient low-latgpartial mesh connectivity between Mobile Netwekkments.

N 6.1: Dynamic resource allocation
The network shall dynamically reconfigure providedditional bandwidth to large short-lived traffiemands.

3.3 Network management

Network management deals with operation, administramaintenance, and provisioning of the netw@k. top of
these normal tasks special attention should betpaite large number of new device types attacbebe network and
energy efficiency aspects in the core network aigfiothe largest potential here is in the accessarks.

F 7.7: Flexible network operation

The management solutions shall enable and suppomédtwork to adapt to the changing network uskgg. flexible
bandwidth allocation would make it possible to adhp network resource usage efficiently to theyway traffic load.

F 7.8: Efficient network monitoring

The monitoring solutions shall provide accurate sneaments for (self-organizing) management solstidihe tradeoff
between accuracy and monitoring traffic shall bénta@ned.

3.4 Mobility requirements

Mobile-Fixed network mobility, Multi-radio (LTE, HSA, Wi-Fi) and Multi-layer (Macro, Micro, Pico, Fem
multifrequency) support in combination with theffimgrowth adds complexity to the mobility functiality and this
should be reflected in the mobility requirements.

A 8.1: Seamless Handovers

Network handovers between different accesses Bhalvhen required, fast enough to support the egiins without
change in service capability, security or QoS.
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A 8.2: Optimized mobility protocols
Mobility protocols shall bring optimized routing@minimize data overhead.

A 8.3: Protocol interoperability
The mobility and multi-homing protocols shall erssimteroperability with IP based protocols.

A 8.5: Context Transfer

Networks shall provide transfer of session paramsdtethe new roamed network without interruptinrsérvice and re-
initialization of the session parameters e.g. (R urity.

A 8.7: Selection of Mobility protocols

Several mobility protocols might co-exist. It shbl possible to select the mobility protocol foreanaffic flow, to
dynamically select and activate a mobility anchorgynamically configure the anchor selection cidte

A 8.9: Small cell mobility

The network architecture shall be able to suppdtrabbility and service continuity between small wboated cells
(such as picocell), and between small coordinagdid and large coordinated cells.

A 8.11: Mobility between heterogeneous radio tedtgies

Mobility between WLAN and LTE wide area must be goged (where WLAN could be considered as uncoaitdith
cells).

A 8.12: Support of moving networks

The network and its subsequent mobility protocatfsist support network mobility i.e. moving netwoskgh as bus,
cars, aircraft, etc.

3.5 Scalability requirements

It is important to have a scalable solution to ble @ take care of the different traffic growtlesarios.

A 9.1: Small cell support
The network architecture must be able to supptatge number of small coordinated and uncoordinaédia.

A 9.4: Signalling scalability
The signalling traffic induced by the mobility poabls shall be independent of the number of trdlifiers per user.

A 9.5: Robust network

The network must be robust, optimized and desigadwndle future mobile data bandwidth consumpéiod growth,
driven by QoS-aware services.

A 9.6 Device addressing
The network must be able to uniquely identify adnagmber of devices, i.e. this may require a netvessing method.

N 9.3: Scalability of management solutions

The number of nodes in the LTE-EPC is very high tiedmanagement solutions shall operate so asatleescalable
operation.
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3.6 Reliability and Availability requirements

The increasing possibilities to connect peopleyghj etc, to distribute functions e.g. cloud cormgtadd more and
more services that rely on the network and thusrpureasing requirements on the network reliability broad sense.
The new architecture should meet the needs of thesenvays of using the network.

A 10.4: Application agnostic group communications

The group communications will include a varietynadiltimedia application types so the solution thal#des the group
communications shall be application-agnostic.

A 10.6: Interfaces availability information
There shall be a mechanism, either mobile or nétwdginated, to find available interfaces.

A 10.9: Support for Multi-homed Devices

The mobility protocol shall address multi-mode tarats (i.e. terminals with several interfaces updl allow mobility
between any IP address currently bound to the devic

A 10.11: Routing loops avoidance

The architecture shall prevent routing loops inecsisgle routers and terminals have multiple atteafit points to the
network.

F 10.2: IP flows routing
Packet content determines the associated flowtsnddtwork should enable routing based on IP flow.

3.7 Security and privacy requirements

The emergence of the new networks comprising cagivgr technologies, different access technologied an
environments mixed of computation and communicatiequires new and strong security solutions (idicig privacy,
authentication, need for encryption,...)

A 11.2: Protection against cyber-attacks

The system must provide a protection mechanismitigate various types of cyber-attacks: Denial-efaice (DoS),
Man-in-the-Middle (MitM), IP address spoofing, rapland redirection attacks, and identity theft tbat.

A 11.3: Strong Mutual Authentication

The communicating hosts (i.e. terminals and netwuookles) shall be mutually authenticated as belgng¢finand
allowed to join the network by a trusted third part

A 11.5: Address Ownership

The system shall verify address ownership of eamhilynclaimed address before using it, to preveaimfipossible
address stealing and redirection attacks.

A 11.9: Location and Identity Privacy

Third parties must not be able to keep track obst ko know its present location and past histdrgotivities. Nor must
the identity be revealed to possible listenersattvork traffic. This requirement must have excamias described in A
11.10

A 11.10: Lawful Interception
The system must take into account a possibilityeqtiired legal interception of traffic in the netkio
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A 11.15: Network isolation

Transport service shall assume that there will ti@pdete isolation between client and transport péete/ + between
different client networks.

A 11.17: Node identity
Identity of a device, and therefore its authenirashall be based on globally unique identifier.

A 11.18: Control plane security
The transport service shall be able to protectritegrity and confidentiality of control plane tfiaf

A 11.19: Secure Zone-Based Authorization
The network shall authorize access to the useedbas preset secure zone definitions and theirsaqoalicy rules.

A 11.20: User profile based secured zones

The architecture shall allow definition of securitpnes where users are granted access based onptbéie
information.

F 11.1: Ensure Network neutrality

Network neutrality according to country specifigé requirements shall be ensured. The networkldhmaiflexible to
fulfil specific legal requirements.

F 11.5: Device disconnection
Allow M2M disconnection of devices when tamperitiigft or fraud detected.

F 11.7: Unwanted traffic avoidance
Packet network shall support security to avoid umed traffic e.g. spam or traffic generated fronlioiaus nodes

F 11.8: Multipoint VPNs
The network shall support multipoint-to-multipofine. full mesh) VPNs

3.8 Charging Aspects

The network shall support various charging modedttuding all those supported by the 3GPP systernagued within
TS22.115 and be able to support introduction of méarging schemes including online and offline sobg, and
charging schemes for the multi-access system envient.

A 12.1: User profile extension
The user profile shall include information abouaiding schemas access type, technology preferentckeation.

F 12.1: M2M Charging

Introduce Machine Class Subscription Identifiers2N¥l charging model should allow reduced overhead simall
payloads. Count traffic to and from the serverthatnetwork boundary. Allow charging for groupgetices.

N 12.1: Operator legal aspects

Preserve the ability of an operator to fulfil olalftpns towards regulators and government authsritieguarantee
secure authentication and billing
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3.9 Energy efficiency

The specification of new architecture design maketinto account energy-efficiency issues. Accese network and
backend "cloud" efficiency should be consideretbtal energy efficiency.

F 13.1: Minimize device battery consumption
The network architecture shall minimize the mobiéwice battery consumption.

A 13.2 Low consumption mode
The network elements should be able to go intodaergy consumption mode when possible.

3.10 Traffic management

Traffic management and engineering cover all messto dynamically control and optimize traffic flevin a network
domain or in a global view of the Internet, aimisigensuring a maximum throughput and sufficient Qu& for the
users. In order to achieve this goal, traffic mamagnt includes methods and schemes for dimensioaghgission
control, service and user differentiation and faluesilience as well. The specification of the ME® architecture
should meet these needs.

F 14.1: Application-awareness
The traffic management must be able to provide méamtraffic classification based on applicatigpés.

F 14.2: Support for macroscopic traffic management
E2E traffic steering, usage of proper on/off switghcost function, uplink bottleneck detection &lldreathing,

F 14.3: Support for microscopic traffic management
Support for multipath flows, QOE support in roamuage, cross-layer interference detection by trafionitoring.

F 14.4: Improved content resource selection & aaghi

Peer or storage selection optimised for mobile pdte; resource partitioning, unfavourable resowsage detection,
P2P transit traffic reduction.

F 14.5: Support for deployment of new network reéses and upgrading processes

Whenever possible, new resources should be intgyrimt a self-organizing and seamless way. The rmesson
capacities should be easily adaptable to steautilgasing traffic within a sufficiently wide scalkily range.
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4. Architecture Challenges

Based on the requirements (section 3), the archiechallenges, taken into account in MEVICO pebjare related to
the overall mobile architecture not only trafficgémeering, and deals with the following aspectspitiuced briefly here
and discussed further below:

* Network topology (scalability challenge)
o Target: flexible topology
o Constraints: heterogeneous access networks, S$bianoe, PCC architecture...

*  Mobility
o Target: diversity of connected devices and accessarks handling...
o Constraints: load balancing, heterogeneous netaoekses, multipath routing...

*  Network transport
o Target: overcome cost crisis, new synchronizat&muirements support, multiple traffic flows diffatation...

o Constraints: strict mutual timing requirements kegw BTS, various migration paths support with déffe
technologies...

* Network management
o0 Target: SON implementation, common management sy&iedifferent RA technologies.

o Constraints: SON potential conflict with transponetwork management. Co-existence of different
technologies. Distribution of the architecture...

» Traffic management

o0 Target: QoS differentiation; connection managenwmr multiple flows, massive multimedia transmissio
optimisation, efficient offloading techniques, sstiton / off schemes of networking equipments...

» Network applications and services
0 Target: M2M related challenges (group addressingengrgy efficiency challenges, efficient resoursage...

In general there is always some trade-off betwesfopmance and functionality.

4.1 Network Topology related challenges

The most important challenges concern the scatalofi the network that can be ensured among ottersvby an
adaptive/flexible topology, against different pasers such as traffic load, subscriber density, bemof network
connections and signalling transactions.

» Due to LTE radio throughput enhancements and neartgpmone applications, the mobile network busyrhou
data traffic volume is expected to increase uhéotéen fold in the next 10 years, so that a nevkiend /core
network topology might be required to increasertévork throughput capacity.

* In the same time, due to the increase of the mdivdadband subscribers number and due to the inttioch
of M2M devices with mobile network connection, thetwork topology will have to be adapted against th
density increase of attached User Equipment (UE) drat especially as a default EPS bearer will be
systematically created for each new attached LTE UE

« As the new EPC network aims at supporting both ecsational and classical data traffic, Quality ef\ice
mechanisms will have to be able to handle this drighlumber of network connections per UE. This might
induce a change in network topology.

« If the increased need for access network througlpdt session handling capability leads to cell itigns
increase (huge number of Femtocells for instandb)s will cause potentially bottlenecks for the
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communication or the signalling transactions witthie centralized gateway and servers that handkalityo
and service provisioning, once reached the netwhmkients capacity upgrade limits.

The scalability issues of the mobile network widlpgind on the capacity evolution of the EPC nddempared to the
network load increase for each of the above parnsmieAn additional challenge is to identify from BBX and OPEX
point of view the most appropriate EPC nodes laatithbn from a centralized to a distributed architez, and that will
enable to eventually distribute further the EPChiecture. The proper distribution of the EPC nodékhave to take
into account the following parameters:

* In the case of heterogeneous access networksptkenodes optimal positioning for LTE networks avah
3GPP networks might not be the same since theoseagiount, the traffic bandwidth, the handover detgy
or even the service types profile might change whelE is connected to 3GPP and non 3GPP accessriketw

» Content and cache servers are getting deploydteatdge of the fixed networks, so that a distrisutf the
mobile network could permit to merge fixed and ni@libntent and cache servers.

e Centralized mobile networks permit the use of cmited accounting devices in order for a mobile afmrto
propose offers for its customers, whereas theildigion of the mobile network requires the useesfs| costly
and by the way less accurate and more standardiaticg features.

e The complexification of sGi interface/APN managetffle6C architecture/company connections...

4.2 Mobility related challenges

The increase in the number of connected devicesygity of access networks, and the resourcesdimits pose real
challenges on how the network will handle securisers, and flows contexts. This together with ékpected data
traffic growth will have a serious impact on flowsrformances when considering the current censr@dlarchitecture
approach and existing mobility management and mgugirocedures (e.g., bottlenecks, overloaded aauetssorks).

Specifically, the following challenges are of cmaldmportance:

» Anchor-based mobility management protocols (Mob#HleProxy Mobile IP, etc.) for non-3GPP accessés re
on centralization of all traffics towards a unigalechor wherever UEs are currently attached (patintiar
from the anchor). Mobility of UEs will lead to cddsrable amount of traffic routed throughout theeco
network to the centralized anchor.

» Some UEs applications need regular access to trie which is often referred to as the “always-armde
even if no user data is to be transmitted. Thismad¢hat some traffic still passes through the P-&\f P-GW
load balancing is difficult to perform.

e Current network devices may have several interfabés to get access to different types of netw8(k, (Wi-
Fi, etc.). When one access network is overloadedjight be possible to redirect traffic to othercess
networks or to perform multipath routing.

A decentralized architecture with multiple extergateways is a relevant approach to distribute odwesources and
to handle scalability issues. However, it is expddhat the multiplication of GWs will also leadrtmre frequent inter-
GW handovers. Therefore, mobility management smhstiand security mechanisms have to be adapteopt® with
this phenomenon.

* In some cases, UEs communications do not requitg:tie support of a specific (L2, L3) mobility
management protocol because it is handled at antstper (e.g., application layer with SIP) or besaWEs
are mainly static (e.g., M2M devices, sensors, htooation, etc.), (2) seamless mobility supportrassport
protocols are able to handle packet loss (e.g.,)TB&wever, at attachment all UEs are handled aaticaly
by most current mobility management protocols, ilegulo wasted network resources for the above tieghic

When moving from one un-trusted access system dthan (like between two different WLAN networks), a
considerable delay is introduced by setting up & security association. Furthermore, the curremt of
IKEv2 in EPC can lead to overlapping (encapsulatedec connections. E.g., in case of initializimgl&S
session through a 3GPP Wi-Fi access, an IPseciasisnds established both on the network level andhe
SIP signalling level, resulting in overprotectiomdasignalling overhead between the UE and ePD@ase of
trusted WLAN access IKEv2/IPsec is not used becthessecurity control is made on layer 2 betweendk

2 Note that several vendors already present highcitgpiggures, there is an order of magnitude of omélion for simultaneous active users per
MME and/or S-P Gateway.

% Inter-RAT traffic steering/load balancing can eealhis by querying the radio Call Admission Cohwbthe nodes in the other RAT (requires that
CAC is implemented and enabled in those systemgyarollecting load indicators used by the interfRad Balancing (requires that LB is
implemented and enabled in those systems); théealgal is then the multi-vendor/multi technology ieowment. See also IFOM, PMIP, ANDSF,
SON and the type of architecture.
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and the non-3GPP access point. Hence for that Soetha IPsec overhead problem does not exiss Upi to
future scenarios whether the handover between stetftnon-3GPP access is relevant. There are stiltases
where the operator is not aware of the availableF\IVAPs. It may be the case for enterprise netwdoks
example.

» Paging enables to reduce energy consumption asdtinecessary for the MN to be permanently cdedeo
the network. In EPC the paging requires that the N a specific allocated ID (the GUTI most of tinee).
In a distributed architecture, this ID might charfgequently. Current paging procedures — operatihgn
packets are coming in - would be non optimal witritbuted MME or even unfeasible. Paging and Liocat
Update (LU) procedures should take into accountufpeoming multiplicity of gateways and interfacesr p
active UE to extend and improve the performancedlefmode management procedures.

« To improve user experiences, the EPC might propafmice its policy of vertical handovers towards
networks with higher available resources. Some WEEes able to connect to several types of accesses or
networks (LTE, Femto, Pico, WLAN, etc.) and so, tperator could have in the core network, functitims
support smart vertical handover. Some of these tiume already exist (e.g., 802.21, and for
selection/reselection: ANDSF) but they need tapgraded accordingly.

To leverage all those benefits, mobility managenpeatocol should be extended to support new typéses (moving
networks, M2M, etc.) and optimized to reduce rogitpath lengths. Meanwhile, new routing solutionsusth be
overseen to better handle UEs mobility.

» Existing mobility management protocols do not alpgort moving networks (train, bus, aircraft, cdrsats,
etc.). Those networks are interfaced by one or mukile routers and provide connectivity to sevétak

» Anchor-based mobility management solutions suffemf triangular routing (the routing towards the taorc
when two UEs are close to each other). Such sumaptouting has to be handled to improve network
resources usage.

e Future routing solutions may require new locatomaapaces and routing mechanisms. Introduction wf ne
locator types and routing mechanisms specific ¢oititra-domain should be supported independertiy fihe
identifiers used in the service stratum, and withofluencing inter-domain routing.

4.3 Network Transport related challenges

Due to Internet and peer to peer services, théidriads increased heavily but the flat rate tapiftvents revenues to
grow in similar pace to cover the increasing coBisw innovative Mobile Transport solutions, posgibiptimized
together with future mobile systems (LTE-Advanced aeyond), are needed to overcome the cost &mgistransport
point of view. These changes consist of certaihigecture changes as follows.

A flat architecture of LTE, i.e. moving radio controller functions tioee BTS, affects a lot the quality and performance
requirements to MBH transport. The delay sensitbgps do not necessarily exist anymore between 8 Biid its
controller. On the other hand new synchronized irierfaces may need very strict mutual timing reguients
(microsecond level of phase/time synchronizaticcueacy) between base stations.

Sometransport node functionalities can be integrated tothe base station(e.g. Ethernet switching), when BTS
functions like a part of normal MBH solution. Switng and some network management functions areigdilysinside

a BTS but they are part of E2E MBH concept.

Some BTS internal interfaces can be brought outesttehded by fibre where available; BIS is split in two parts—
centralized base band processing node (BB Hoteldatributed antenna RF heads.

Thenew LTE X2 interface between the adjacent base stations (eNBs) of Ic€Eitacture is used for handover (HO)
negotiations (control plane) and data forwardirggfuplane) caused by the handover process.

The energy consumption, CAPEX and OPEX will incesadth the bandwidth.

The size of addressing and routing tables willéase with the number of end points, thus the diggadverhead will
also increase.

The transport network needs to support variousatimn paths with different technologies (e.g. Garfsrade Ethernet,
MPLS-TP, IP/MPLS, PBB-TE, etc.

Multiple topologies (i.e. centralized or distribdjeshould be supported by the transport network.

The security concept management should be developedmore dynamic environment (re-negotiation efusity
parameters etc.)

The importance of the horizontal X2 interface migttrease

o0 Some RAN related new features might need to ineréfzes transported data and set strict latency reopgnts
for the X2 interfaces between the eNBs
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0 The amount of X2 peers increases with the incrgeasmount of eNBs

The Network Transport related challenges are theviing

e The transport network should allow the possibility be shared with co-sited base station from difier
operators.

* New synchronization requirements have to be supdort

* In order to share the transport network betweertipbelloperators or in order to differentiate vasawaffic
flows both IP addresses and VLANSs play an importaté so the transport network should be able twlea
them efficiently.

e Ethernet is widely deployed in core network and ileobackhaul so it does not only require point tonp or
point to multipoint but also multipoint to multigdiconnections.

* The sharing of functionalities between L2 (i.e. dftiet switch) and L3 (i.e. IP router): routing adtiressing
are based on IP at L3 but Ethernet is implemergar of that functionality.

» The transport network needs to provide secure camigations so Ethernet needs to address securifySec
is handling the security, thus it has some perforceampact.

e The Transport network needs to differentiate mldttpaffic flows with different QoS.

* The transport network needs to support the requiegzhcity according to the expected traffic as vesl|
maintaining acceptable delay.

e The transport network should provide plug and playctionality to allow integrating new eNB when dee
due to capacity or when changing technologiesearettisting eNB via SW upgrades.

4.4 Network Management related challenges

The evolution of the RAN introduces new requirersdifiar instance, CoMP and strict requirement onXBenterface)
and increases the complexity of network managenhatneeds to deal with the co-existence of diffetechnologies,
e.g., RATs (HSPA, HSPA+, LTE, LTE-A, Wi-Fi). In atidn, distribution of the architecture increashe humber of
network elements to be managed. SON (Self Orgapiietwork) for LTE RAN provides several featuregimizing

radio resource usage and automating radio netwetdps. SON will help simplifying transport setup fioetwork
elements (e.g. femto/micro cells). Related to SCisgures, the following items bring some challengethe mobile
network architecture:

e The radio SON features are transport agnostic, theis operation may unintentionally conflict wittansport
network management.

* The number of nodes in the EPS (eNBs, GWSs, IMSessrwontent servers, routers, switches, Femtocell

GWs) is very high and the management solutionsldrenable scalable operations. Furthermore, thease

of M2M subscriptions and M2M generated traffic ntoring requirements might set new challenges to

scalability.
*  With the common EPC for multiple radio accessesaiBGPP inter-RAT handovers need to be improved fo

balancing load between RATs coexisting over theesaoverage area. In the same way, hand-overs betwee

3GPP and non 3GPP accesses (e.g. LTE — Wi-Fi) cavide boost in performance of the network as
perceived by the user and improve resource usagddad balancing).

» Different RA technologies (HSPA, HSPA+, LTE, LTE-AJill coexist for a significant time and it woulceb
uneconomical to build separate mobile backhaul anagement system for each of them, thus thesedsheul
able to handle the traffic and management functainike RA technologies efficiently and allow simgyiof the
bandwidth without unwontedly privileging one custmover another.

4.5 Traffic management related challenges

As mobile and wireless communication architecteeslve toward broadband multiplay and multimediawvaeks, the
demands for solutions on the infrastructure in@e&sgacy voice, and novel data, video and othpliGgiions are to
be served on the same network, simultaneously. Acha terminals (i.e., smart phones, tablet PCsadimelr mobile
devices) are spreading and consuming more and naiveork resources by running their multimedia aggilons and
services. Consequently, the needs for availablele#gs bandwidth will constantly increase and LTHELA networks
will likely follow the same path as wireline netvisrin the past resulting in a significant expansérCDN and P2P
traffic volumes.
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In such a fast development it is essential thatn#tevork must be aware of each application’s tratffpe and enforce
traffic management and control (i.e. priority, riogt bandwidth, etc.) required for ensuring imprdv@uality of
Experience for every user anytime and anywhereudysg that mobile and wireless communication systeame
application-aware, operators can achieve flexibleptation to any new application and traffic pattas soon as they
emerge in the future. Operators need to instadictiffe management tools to control every traffimponent using QoS
policies, prioritised access and admission contvahdwidth allocation schemes, traffic shaping eatd control, and
flow based processing. Only such an active, advhiredfic management will ensure that operators mavide cost-
effective data transfer with real-time multimediaformation over heterogeneous access architectofefuture
networking schemes.

Based on these considerations the main traffic gemant related challenges identified in project MEW are the
following:

e Satisfy user experience with minimum of infrasttwet resources and still be flexible to handle thesble
large variation of traffic patterns over time.

» Initiate handovers of sessions and/or flows noy txased on signal degradation, costs, etc. buttelsed on a
possible threat of congestion or any other threahe QoS-QoE conditions.

* Provide QoS differentiation based on both applocetiand user profiles and ensure an appropriagseiof
user and application prioritization and differetia which is not limited to forwarding behaviouutbmay
consider access control as well.

» Split and manage connections (e.g., TCP sessimes)naultiple flows inside the network.
e Optimize P2P and massive multimedia transmissioes ihe network

» Solve the problems of existing combinations of liaker ARQ and TCP (unnecessary TCP retransmission
causes unwanted traffic through the network andaesl application throughput and response times).

e Optimal design and efficient management of Conieitvery Networks in an operator’s infrastructueeq(,
identify suitable locations for caching, selectabie locations for content, detect unfavourabs®uvece usage,
redirect requesting node to alternative resource) e

« Implement efficient offloading techniques, accestwork/core network elements (re)selection scheimes
order to effectively distribute users’ data traffisrough localized wireless access points (femtscet
WLAN) and to locate service gateways (breakout {3imear to those access points (aiming to avoit no
optimal routing and overloading of the network edats).

*  Supply switch on / off schemes of networking equepits with traffic management aware decision aljord.

* Anticipate applying an intelligent planning procdss extending the available resources (i.e., desigtimal
or near-optimal capacity extension procedures wihich able to cope with the enormous traffic volume
evolution).

« Enable fast re-active mechanisms based on detesfiapplication and network layer events to accashpl
rate adaptation for multimedia streaming applicattmd synchronization with resource managementP8 E
networks.

Traffic management functions tackling the abovellehges usually require access to higher layer pkare data, i.e.
IP packets, TCP segments and application layeopotg. Placement of such functions at SGi interfgoelocated with
PDN-GW) or S5 interface (co-located with S-GW) amssible options, since GTP tunnelling is termidad¢ these
locations. In the following, a brief analysis isngoon possible impacts. Positioning of TM functi@sS-GW implies
that all user plane data can be managed by thedewad function unless there is handover betweeRRP3@nd non
3GPP access network. In such case user planetcaffild not be processed or handled by the same, tadting the
TM function. If this can't be avoided, possiblyfdient instances of the TM function have to cocatknin order to
ensure continuous TM operation, in case such feasusupported by the TM function in consideratiBositioning the
TM function at SGi interface — e.g. co-located WRBN-GW — may cause problems if user data is tearesfi using
different access point names (APN). This usuallplies that data paths stretch along different S@®rfaces. It is
common practice in currently deployed networks ltocate the same APN to a user for all OTT servitéswever
managed operator services may use different APNsa Aonsequence the same TM function may not be fase
connection via different APNs in case of multiplstdbuted PDN-GWs. Indeed this would require chlemin network
elements, e.g. a master TM or communications betWwéé elements. This situation would increase eqepttost
(CAPEX) as well as operational cost (OPEX). As asemuence, the suitable location of TM functionpediels on
mobility aspects (whether a TM function needs tsbeported after 3GPP-non3GPP handover) or comtgaspects
(whether the same TM function shall be in usageséovices using different APN).
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4.6 Network applications and services related challenge

This section describes some of the challengesnidnatapplications and services will bring to the ifelrchitecture
based on their specific needs and requirements.

4.6.1 M2M related challenges
Machine to Machine (M2M) service evolution will sgallenges for mobile network functionalities:
* Individual M2M device addressing, global addressgrgup addressing, device vendor based provisionin
* Network selection mechanisms, location trackingeshg of roaming for MTC devices.

« M2M specific properties: MTC group concept, MTC ritoring, MTC time controlled and time tolerant
functions, MTC low mobility, MTC small data transssion.

e Charging mechanism specific for M2M communications.

4.6.2 Energy efficiency related challenges

Heterogeneous overlapping networks and potentiabye distributed architecture might increase thl tenergy
consumption and might be underutilized with the dovraffic times or unevenly utilized. Then the ioptm and
controlled resource utilization can provide somergp savings.

Network controlled reduction of energy consumptiothe devices for extending the battery life migbktchallenging,
in the heterogeneous radio network environmentn&og of the possible radio interfaces might beeatd be
optimized based on the network delivered informatibout availability of other 3GPP or non-3GPP sses.

4.6.3 Improved user experience and efficient resource uge

This set of challenges is associated on one hatid p@ior quality of experience for running multimedstreaming)

applications on mobile networks. Secondly unexpkttffic patterns, like caused by flash mobs atih&oevents may
significantly contribute to decline the amount atgntially available resources. Some of the follmyvaspects are not
restricted to streaming applications but it is assd that this class of applications needs a spémiak in the project
with respect to traffic management.

» How to achieve acceptable QoE for OTT (Over The) Tamtent (located in external CDN / network)?

0 Some content may not be cached within the domaiheMNO, but inserted from a 3rd party content /
CDN provider.

» Detection and localization of high traffic load kiit local domain or external network:
o timely detection of problems and proper reactiomcima@isms.
* Increasing amount of traffic in upstream direction:

o usually there is less capacity on the path in epstrdirection — some user hosted content mighhified
into the network,

o some applications (like video conferencing) req@@S support in both directions of flow.
« Align resource selection principles from applicatiwith constraints from the network:
o detection of and reaction to unfavourable selection
o how to manipulate resource location information @Mtc.) based on resource selection principles,
o influence resource selection in external netwdZIoN.
* Improve QoE by caching popular content from Int&rne

o analysis of promising caching strategies especfallymobile access according to content populanitgr
time, of the possibility for content partitioningdother factors.

» Inefficient content delivery to mobile devices:

0 optimization for unicast and multicast streaminglagations,

o take into consideration capabilities of mobile desg, wireless access and subscriber profile.
* How to go from required QoE for the user to QoSpsupin the network?
e Support of QOE in roaming case:

o transfer of content without dedicated QoS conika the one provided in the home network.
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5. Proposed Technology Solutions

This section describes the MEVICO Proposed Teclgyofolutions to cover the Architecture Challengientified in
section 4. Each sub-section includes high levetrilgson of the related problem statement and fesusn the aspects
that MEVICO project will address.

51  Mobility

Facing the traffic evolution trends, higher netwtiikoughput and better scalability and flexibildj the core network
functions are required as was concluded in the ortwopology related challenges in Section 4.1 chbllenges under
the mobility topic described in Section 4.2 arargected to this previous goal. The main challeragesto elaborate
appropriate mobility management and path selecttoategies facing the foreseen trends of traffimaeds and user
behaviours. This topic focuses on user terminal BRE element aspects. The proposed solutions ifothes of this

project for the above mentioned challenges ardait@mving.

Smart traffic steering

Smart traffic steering with multi-access terminafel multipath protocols will enable better loacdtritisition
considering user, network and application prefezend he functions needed for smart traffic steeargthe
followings.

Smart traffic steering decisions the most important selection problems consideassl access interface
selection, gateway selection, source address Egledtiring terminal attachment and session estabkst.
For the support of terminal and flow mobility, mlityi anchor selection in a distributed mobility nsyement
scenario requires novel classification algorithresvall. Enabling technologies investigated in thejget will

be the IEEE 802.21 Media Independent Handover pobtwhich provides a framework for transverse
information services, physical and link layer resgumonitoring, reservation and release. The 3GEIFBR
Access Network Discovery and Selection Function RS¥) describing the access interface selectiortigsli
must be further improved to provide an optimizedoeules to the UE.

Multipath technologies: the Multipath TCP (MPTCP) can transmit one TGRflover multiple interfaces, and
can balance the load between subflows. Stream @onfransmission Protocol (SCTP) supports
multistreaming, i.e. several streams related tostmae application can be handled by one SCTP straadn
backup SCTP associations. Both technologies willabhalyzed and further improved to enable multipath
communication.

Flow mobility: The performance of 3GPP Rel-10 IP Flow Mobililg@M) will be evaluated. IFOM enables
smart IP flow allocation.
Offloading techniques: offload the EPC and LTE through non-3GPP netwartsld further improve the
overall network throughput and quality of servidecess offload through IEEE 802.11 managed by GBERB
operator will be evaluated.

Distributed and dynamic mobility management
These solutions cover terminal and flow mobilitgdareachability of multi-access devices on L2 dadelvel.
The technologies developed in this project aim thieve the following properties: increase network
throughput by the support of a dynamic activatidnnmbility signaling and by providing distributed,
anchorless or partially anchorless solutions.
Mobility management technologies include Sessidtiation Protocol for SIP-based services and SCaP f
non SIP-based applications. These technologiesdihscan provide end-to-end, anchorless mobitity, they
will be applied in a flat or distributed approachtie EPS.
Proxy Mobile IPv6 (PMIPv6) will be extended withute optimization procedure among the Mobility Ancho
Gateways.
The project also covers how to adapt the Host lgeRtotocol to provide distributed mobility managent in
EPS. HIP by default follows an end-to-end appro&eince could provide an anchorless solution.
A new Ethernet-level mobility management solutiofi e developed and evaluated, that could reptaee
GTP concept of EPC by Ethernet VLAN tunneling, feereduce the overhead.

Evolution of the current 3GPP based model (GTPelg)rwith the dynamic and distributed mobility mijples
will be studied.

An anchorless mobility solution for TCP sessiontecaNMIP (TCP rehash) will be evaluated.

DMA (Distributed Mobility Anchoring) has been irally discussed in IETF to improve MIP/PMIP by
distributing mobility anchors and use as much assiide a local, not tunnelled addresses, see dBdND.
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Here the technology intends to optimize the EP@&dam the ideas of the DMA, but utilizing existiBGPP
protocols like GTP with as less as possible chartgesnabling SW upgrades to optimize the usagisting
resources. An underlying assumption is that a G8titlution brings certain benefits. A proposaldschange
PGWs using intelligence in the PGW or changing SGWWsouting optimization.

The first DMA solution applies after a UE has mowetb a new “gateway area”. The PGW selects IP (PDN
connections for what a new IP address and sermtegruption may be acceptable from application poin
view and forces a reconnection that allocates a mene optimal PGW and new IP Address. This leads to
more optimal routing and savings in transport nekso

A second DMA solution proposes to relocate the S@Wachieve maximal SGW-PGW collocation in a
distributed architecture when UEs use different RidNnections. This saves at the end GW capacifferbnt
gateway locations may result from the fact thatEarday connect to local and/or central networksnoerhet
providers.

Access and network security

For untrusted non-3GPP access, the existing usegsacsecurity procedures must be revised, and the
communication protocol might be further optimizedttie new distributed EPC architecture, aimingeiduce
overprotection and decrease L2 and L3 re-authditticéimes during handover. The investigated tetdgies

will be the Internet Key Exchange v2 protocol, HiRd HIP Diet Exchange that is a lightweight versadin
HIP.

Trusted WLAN solution solves already some levebeérprotection. See 3GPP SaMOG (S2a mobility based
on GTP & WLAN access to EPC).

Bootstrapping

Configuration of multi-access terminals might le@adconflicts in case of parameters that have witlan
interface-level scope. These conflicts must beadisred and resolved. ANDSF policies will be invgated
from that aspect.

5.2 Network Transport

The next billion Internet users will connect prifhathrough mobile networks. Therefore, mobile netis have to
support constant growth of traffic and increasettiieughput from 1Gbps to tens or hundreds of Glipg=ady in the
near future. Ethernet-based technologies have a@eVeatures that make them especially interestifigerefore,
Ethernet is a natural solution for replacing leg&&H and other older technologies, and the enesggumption of L2
switching is an order of magnitude lower than IBtirg.

The proposed solutions to cover the above mentioseselarch paradigms that will be deployed in tihigget are the
following:

Carrier Grade Ethernet with inbuilt O&M

The objective is to provide Carrier Grade Ethermad overcome the limitations of using Ethernetléoge
scale networks. In order to provide reliability amtbustness required for Carrier Grade Networkingd&M
mechanism is required. Therefore, the goal is &bknrouted based Ethernet where the O&M functisitis
provide the necessary routing optimizations andditapping algorithms, as well as the link breatedion
and route recovery mechanism.

Ethernet Mobility to the Edges based on TRILL

TRILL leverages IS-IS routing protocol to achievéhérnet frame shortest path routing with arbitrary
topologies. In this research item the goal is itizet TRILL extended with DHT to deploy mobility ithe
network edges. The goal is to combine the advasta@idridging and routing and fully distributed nilaip
mechanism implemented in the Link layer (i.e. Etle¢). In order to increase the available throughpet
consider that is necessary to move towards lower Iswitching and minimize processing per packet.

Customer Edge switching

The unwanted traffic is one of the reasons forfiokeit usage of resources (i.e. radio spectrumitens,
bandwidth, etc). Unwanted traffic includes portrsuag, intrusion attacks, viruses, email spamfitrad
reallocated addresses, and generally traffic froomees that the user does not want communicatitin Whe
unwanted traffic has to be filtered before entethmyoperator network to avoid waste of transmissapacity
(bandwidth, resource usage). Inbound packets stwhjdbe forwarded if the user expects them, eithyer
having an ongoing session or by running a servgr éSIP UAS) expecting traffic. In this objectiwe
propose to deploy a Customer Edge Switching (CEShent that will enable setting up an end-to-endttr
connection for traffic where the sources has besgified. The CES operates similarly to a NAT oefiall,
but with added functionality for accepting inbowahnections and with traffic control based on pelicThe
CES does not only improve security but also exteghdsimount of available addresses (similarly tors)A
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while enabling inbound traffic. The CES interacitvother systems such as Deep Packet InspectiBi) (D
and reputation systems performing part of therfiigg functions and sharing trust information.

Automatic and Secure L2 Virtual Private Networks (VPNs)

Virtual Private Networks (VPNSs) are popular amorggwork providers that wish to separate multiple LAN
domains across a single network infrastructure. @AM technique is Virtual Private LAN Service (VP&
layer 2 (L2) solution that connects several phybiceparated LAN segments in to one logical LANsent,
i.e. emulated LAN or VPN overlay. This researchmtss interested in investigating so called “bumgtkia-
wire” customer VPLS solutions in which the VPN deevis overlaid on top of a provider network condain
of IPv4 and/or IPv6 hybrid segments. In particuthg research item studies how identities can liead to
mutually authenticate the PEs as belonging to taicepverlay and facilitating the renumbering oé tRE
devices.

Wireless mesh networks for mobile backhaul first nle access

With the introduction of WIMAX and LTE the need farobile backhaul transport capacity grows rapittly,
the level of Gbps. Fibre media is able to provide high data rates but fibre is not available ewbere either
for technical or commercial reasons. Additionaftypre base station sites, with different cell sizesst be
provided to meet the capacity and coverage reqeinésn Therefore, new wireless solutions are neéafetthe
backhaul, especially in crowded areas characterafésh by lack of available frequencies. One fdasib
solution providing sufficient transport bandwidthdacapacity is E-band (71-76 GHz, 81-86 GHz) mia@esv
radio with Ethernet connectivity. A wireless mesickhaul can be used for small cell, high capacégeb
station first mile access and for other high cagagacket connections (e.g. office and home accésdjic
management.

Relaying
Relaying techniques are considered as an alteenatilution to enhance capacity for the cellulamoeks, to
extend coverage in specific locations, to increds®ughput in hotspots and to overcome excessive
shadowing. It gives important advantages such as e& deployment and reduced deployment costs and
decreased output power compared to deploying re@alse Station (BS). Moreover, there is no needgtall
a specific backhaul in the network. It is an impattaspect and one of the key technologies taken in
consideration during the standardization procesi®fechnology LTE-Advanced. RNs are also envigioioe
be transparent to UE. In other words, the UE isavedre of whether it is connected to RN or a cotigaal
base station. This ensures backward compatibilitth vprevious LTE releases 8/9. Therefore, gradual
introduction of relays without affecting the exiggistructure of UE's can be ensured.

Relaying promises coverage-area extensions and dutgn rates for the cell edge users. This is eslhgci
useful because LTE will operate on high carriegfiencies, i.e. 2.6 Ghz which will result in ultrande
deployment of network nodes, the transmit powdiméed when transmitting broadband at the celleedgd
the most of the traffic is generated indoor. It eédso be used as a capacity improvement with l@daniing
and cooperative relaying techniques.

Current relay architecture in 3GPP LTE Release sEdimes fixed relays. However, handover of a relamf
one donor eNodeB to another donor eNodeB shouldl lads supported in future network architectures and
releases which will be a consequence of mobileyiraiga

5.3 Traffic Management

Section 4.5 introduces the main traffic managemelated challenges which are connected to the MBE)/f©als and
motivations. In order to tackle these challengeshniques operating within different traffic manamat building
blocks must be considered.

» First, mechanisms with the primary objective isitgprove performance of individual flows based on
application type, user profile and other policyatetl information must be incorporated. Such sahstiare
belonging to the microscopic traffic managementhli)ding block.

» Second, the macroscopic traffic management (2) ralsst be introduced in the network with the primary
objective to improve efficient usage of networkawxes. Parameters for optimization in this casrilee
traffic patterns without detailed knowledge of widual flow attributes.

* In addition to microscopic and macroscopic traffianagement, a third group is improved resourceisete
and caching (3). The associated mechanisms adithesglection of resources in distributed data memaent
systems (P2P, CDN, caching), if necessary. Thiklimgi block may rely on services of both microsaoand
macroscopic traffic management. These could beldnepwithout dependence to other traffic management
building blocks. Cross-layer P2P is a novel techaigrhere the ISPs can have control over the namzed
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P2P traffic. Proactive Network Provider Participatifor P2P (P4P) is a promising solution to nonrojzed
and self-organizing P2P.

e The fourth building block is called as applicatismpported traffic management (4) which tries torojaze
performance from end user perspective of certaidespread applications (e.g., based on CDN and P2P)
without getting support from network elements.

* The fifth building block is more relevant from bness perspective without too many technical aspects
steering user behaviour (5) is mainly used by netweperators and by possibly other stake holdersedsin
order to influence user behaviour by defining dartonstraints for usage of networks / services eartain
incentive to comply with the usage constraints.

* The last building block in this enumeration is abecapacity extension in case the available netwerk
regularly in high load conditions. It is the challe to apply an intelligent planning process faeasing the
available resource (6). In addition to the buildbigcks there are some common functions like pddiogtrol
and traffic monitoring.

Even though the above building blocks and the datst mechanisms / possible technical solutionsilsh@present a
functional decomposition of traffic management iBSEon high level it is assumed that some of thehar@ems to
some extent are dependent on each other. It isobrtke most important efforts of MEVICO to map tHaerse

mechanisms into functional components for the itaffianagement architecture and elaborate the depeiss

between the building blocks and the containing fiem@al components based on the various design rpticat have
been identified.

5.4 Network Management

As indicated in section 4.4, the network managemelated challenges identified by MEVICO are mairdyoiding
conflicts when introducing SON features, findindusions to scalability and heterogeneity requireteeand managing
intra 3GPP handovers and handovers between 3GPBGIBR accesses for optimizations and load-balancing

The common characteristic of all the alternativeiptementary transport solutions is that, in eackec#ong-lasting
connections (OC-x, LSP, EVC) are configured betwéenEPC nodes and that QoS schemes are applient attthe
IP/MPLS or CET layer. These connections are confidieither manually or via management tools thavige some
level of automation when, for instance, the netwsrlextended with new eNBs. In addition to the edp#ith of the
connections and parameters needed for the conitedferg., VLAN tags, IP addresses), other techgglspecific
transport level parameters must be configured fmmeléehe amount of reserved/granted resourcesn(dke case of
CET: CIR, EIR, CBS, EBS) or the level of serviceamed to a specific traffic class: scheduling webglbuffer
allocations, etc.

To cope with the network management issues in BRIChaterogeneous networks, several topics and démdias have
been identified that need to be addressed to makegement more efficient.

Managing heterogeneity:

Heterogeneity involves managing, using the sameagement system, different co-existing network tedbgies; for
instance, CET/DWDM, IP/Ethernet/NG SDH and alsdedént radio technologies sharing the same trahgawork,
such as HSPA, HSPA+, LTE, LTE-A. In order to maintaeterogeneity in the network an open standaydréd
network architecture for co-existing network teclogies can be introduced.

Adapting EPC/Network Management to LTE-A features:

LTE-Advanced introduces several new features fdraaning the peak rates and service quality expegbiby the
user. Managing these features requires more stnathronization and lower delays in the networke Sbalable system
bandwidth would put the requirement for more flégibesource allocation solutions and new manages@ntions
might be required, for instance, to avoid introdigcserious load on the X2 interface.

To validate that SON functionality and policies averking correctly it will be necessary to exami8®N related
messages from the S1-MME/S10/S11 interfaces tam&te that the appropriate Network Elements arecset! by the
eNBs and S-GW. For validating the SON functionatitd eNB algorithms and for optimizing the corenedat usage,
normal signalling KPI's shall be used to deternifrtbe network is equally loaded.

SON features in radio and transport Network Managenent

SON in LTE can efficiently improve the managememd aesource utilization of RAN but it is necesstrynvestigate
the impact of radio SON features on transport netwieanagement and to find efficient global solusion

The Mobility Robustness Optimization (MRO) SON faat aims, first, to reduce the number of handogkted radio
link failures (Too Early HO (handover), Too Lat®©Hand, second, to automatically adjust the HO patars to avoid
incorrect HO parameter setting that can lead tdfiaient use of network resources due to unnecgssarmissed
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handovers. For this, neighboring eNBs need to exghaertain information, e.g., through Radio Lirkilére (RLF)
reports.

Load balancing algorithms for EPC

The Load Balancing (MLB) SON feature aims to dynaatly and automatically balance the traffic. Th#edent hand-
overs should be considered: hand-overs between eiNBsl-overs between eNBs and HeNBs, inter-RAT ‘tavedls
(e.g., LTE — HSPA, LTE — Wi-Fi). An eNB must knows iown load and the load of its neighbouring cellbis
information is exchanged through the X2 interface.

Network monitoring for EPC

To be able to correctly manage the networks usiagsical or SON techniques, precise informationdéeded at all
times on the state of the network and estimatidrsadfic evolution for different types of traffishould be rendered
possible. For this, network monitoring needs teatapted to EPC and heterogeneous network constiaiit several
topics need to be addressed including : traffidysmimand capturing performance, time-stamp acgu@otocol stack
support, interface requirements and SON suppasedisas satisfying all the dependability requiretsen

For MEVICO WP5 focused on the three main monitotimgics of interest...

- End-to-end monitoring to evaluate the QoS/QoE of applications and sesyic

- Deep Packet Inspection (DPI)for the identification and the classification ofofocols and
applications, and,

- Monitoring of SON activities for both testing the SON features and verifyingnthduring operation.

Energy saving and impact on network monitoring andmanagement

The Energy saving needs to be taken into considarand, from a monitoring point of view, it is yeimportant to
provide network measurements to optimize the ensayyng policy, and to test that the implementedrgy saving
policy behaves as expected.

5.5 Network applications and services

55.1 Network functionality virtualization and realizatio n with cloud computing

Scalability and optimization of the mobile netwaakchitecture for high traffic demand are major rajes in the
future. Virtualization and cloud computing methodave shown their potential in IT industry, like @atenter

applications and have potential to be utilizedunctionalities for mobile networks. Potential usses are in mobile
networks virtual operator concepts, network shanminciples and core network user plane distributielated

virtualization and centralizing of the NW controteslay functions. This could enable better resouriiezation, E2E

QoS policy control and Heterogeneous Network (Hétllentrol e.g. for load balancing.

5.5.2 Network Energy Efficiency improvements by efficientcapability utilization

There is a need for optimizing the efficient usafi¢he mobile networks, because the number anadpacity of the
network elements increase due to high capacity ddma

Depending on the changed user activity (like tirhdaie, weekend etc.) some redundant capacityeofi¢giwork can be
switched off (like hot spot layers). The controbasptimisation of this functionality need some metady, where also
the network control virtualization could help.

In core network energy efficiency could be achiebgdlattering the network protocol stack i.e. resimg some of the
network layers and use transport layer directly. [Ethernet), to reduce the processing per padkeitmproved traffic
engineering to reduce the traffic to flood the rakwnnecessarily also would help in the energigieffcy.

The mobility management could be optimized, by oitly paging areas according to the terminal basednpeters,
such as mobility profile. Analyze the tradeoffs voe¢n location update and paging based on netwarkadthy
structure and where to store the paging informatareeded.

RAN energy efficiency is a more important issue tudigh amount of nodes, but this is consideredtirer projects
than MEVICO.

The overhead when considering small cell scenar@osot be ignored since it will increase heavilynpared to the
current overhead due to handover in current cefissiThe overhead in small cell with high mobilitil have bigger
impact based on analysis from EARTH [9] projectthat study they consider mainly the radio aspettthe same
signaling overhead will span over the fixed netwagkto the eNodeBand beyond. Quote from EARTH éedible
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D2.3 [9] “From an energy efficiency perspective, ave reminded that, according to our estimatesyauies without
scheduled data are in the order of 20 times mequfent than subframes with data. This makes it itapbto carefully
consider the fixed non-transmission dependent @aeth...”

5.5.3 Network efficiency improvement for Video/Multimedia Applications

Video content delivery will set the biggest chatles to the mobile network scalability due to itghhdemand for
bandwidth.

The further evolution need is studied for the melmiétwork architecture to support CDN, torrent-tg@elivery and
other intelligent data caching methods. It is intgot to identify the optimum location of CDN sersavithin the EPC
network elements and possible impact to the arcthite. These together with converging networkseffixmobile,
home, enterprise) might indicate evolving sourcethe data and thus needs for changes in the nktispology and
thus for architecture optimization.

It is necessary to look at transfer optimizationtpcols that are specific to information centrigligations to enable
controlling of traffic flows/content delivery acaling to content and access availability. One of¢hes the IETF
Application Layer Transport Optimization (ALTO), wh needs some further adaptation to wireless msyavhere
maintaining the QoE is even more challenging. Them@so related work ongoing in EU Future Intergid) projects
(like SAIL[11]).

554 Network improvement for M2M Applications

The foreseen high increase of the Machine-to-Mazfii2M) type of devices and applications might @impacts or
improvement needs to mobile network architecturduactional requirements. Most of the identifiedatnges are
investigated in 3GPP Releases 11 and 12 work itéilrC and SIMTC as well as ETSI Technical Commitid2M
work.

The M2M application special characteristic isswebé studied for network architecture evolution:

* Improvements on network/interface selection medrasj location tracking, steering of roaming for MTC
devices — Possibilities for signaling optimization

* The network impacts of the M2M specific propertisbsEC group concept (MTC Devices that are co-located
with other MTC Devices), MTC monitoring, MTC timepmtrolled and time tolerant functions, MTC low
mobility, MTC small data transmission.

5.5.5 Application based network traffic analysis and engieering

In order to improve network QoS and application Qttere is need for modeling the selected Inteapgtications
traffic characteristics and their adaptive behawabtimes of congestion. Based on this input treree two types of
traffic engineering mechanisms to be investigated:

* The macroscopic traffic engineering relates to &daprouting, gateway selection mechanisms, muthp
transmission and mobility support, described inemetails in Mobility section 5.1.

» The microscopic traffic engineering relates to naagbms for rate reduction of active traffic flowsder QoE
constraints, based on the behavioral models ofiegijn operation, QoS mechanisms, measurement and
control functions.

The application generated traffic mix observatibtha short time scales is needed to test Traffigikeering solutions,
as well as for admission control of traffic for shterm network dimensioning. Target is to utilimethod to derive
short term traffic mix estimations from long termes given as input. The proposed method is nomdlinalike usual
methods and thus more reliable.

5.6 Network Topology

From the perspective of operators, the challengethe coming years are to be able to apply theimedjunetwork
evolutions for becoming mobile broadband integrgexviders.

The current networks topology is centralized whichates a set of bottlenecks in the communicatiitih thre servers
that handle mobility, service provisioning, etc.eTtbjective is to propose and describe differechiggcture scenarios
over the same network topology model and to stufigrdnt protocol scenarios to be compared undiéereint angles,
for examples:
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« Handover performances (establishment, delays)

* Flexibility in integrating and making use of vargaccess technologies (typically LTE/Wi-Fi),
» Packet transport,

« Economical comparison according to traffic foresast

Different options for enabling multipath through telemgeneous accesses and optimize the multipattagearent,
should be analyzed. Moreover, the various trangpatocols (GTP, MIP based, other ...) and the loaldrxing with
heterogeneous access should be studied.

3GPP A
ACW R
UE&
@
|
N Backhaul
Non-3GPP
Access

Access point Local POP Regional POP National POP

Figure 4 Network topology model

The architecture scenarios are divided into thageilfes, depending on the distribution level of ER@l IMS nodes in
network topology model presented in Figure 4.

e Scenario 1: progressive distribution from the naidPoPs to the regional PoPs
e Scenario 2: progressive distribution from the regid®oPs to the local PoPs
* Scenario 3: maximum distribution to the Access {soom the antenna sites
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6. Architecture Approach

The results of the studies done in MEVICO relatednbbile scenarios and traffic demands show thexethre several
parameters that will cause network scalability aedformance problems. Some of the most relevardmpeters are
related to changes in traffic, i.e., growth in datdume (i.e. increase by 3-10 times by year 202Busy hour) and
number of subscribers (i.e. increase of mobile ¢hhaad subscribers by 8-12 times by year 2020),haterogeneity
aspects including the handling of multiple traffiatterns (e.g. MTM), and smart and seamless sumfamultiple
technologies, e.g., in the field of mobility managgnt.

In order to simplify and narrow down the high numhbe usage scenarios, derived challenges and pedpos
technologies, it was inevitable to work out a n@search process. The proposed technologies widlradifferent but
probably overlapping challenges and functionaljtibsis generating multiple architecture optionse T¥hole process
may guarantee that the proposed architecture mewidherent functionalities and tackles most ofctialenges raised
by usage trends.

There are several steps concerning the architeopirens creating:

e Fisrtly, key performance indicators (KPIs) descdibe Section 6.2, have been defined for the validaof
arhitecture proposals. The challenges describe8eiction 4 have been mapped to the key performance
indicators based on the knowledge that whethesdthation of a given challenge can be measured éykéy
performance indicator.

e Then the usage cases described in “IR1.1 Netwodgass and scenarios” have been prioritized and
summarized in Section 2.2. We analyzed the numbehallenges raised by the usage cases and sekbeted
top three scenarios having the most challenges emted and targeted by the most of the proposed
technologies.

e Then, technologies have been mapped with challebgssd on the rationales of the technologies. Kngwi
which challenges are covered by which system vadid&PIs, we can also enumerate the technologtashw
are relevant under a given system validation KRh initial ranking of the technologies have beendma
according to the KPIs, basically representing thattechnology contributes to a given KPI or not.

Top ranking technologies are considered with higipartance of the focused architecture. The reagonin
behind this is the intention to cover most of tHeltenges by fewest technologies. The aim of system
validation is to prove that the specific technoésgperform well under the system validation KPIs.

At the same time, issue of co-existence and pedoom of top ranking technologies has been analyzed.

Technologies covering similar functionality resdlie the creation of several architecture options.

» Finally, the system validation alternatives arehdecture options, i.e., combinations of propossthhologies
integrated within the EPC.

MEVICO proposes different architecture optionssea of technology solutions listed. It aims to addrthe traffic and
user growth demands as well as the requirementglzaltenges identified in Section 3 and 4. Thigisagroposes a
set of architecture approaches to address the ahewmioned high level requirements and challengemlly the new
technology solutions proposed in Section 5 are mdgp the appropriate topology models, indicatimg focation of
the functionality enhancement in the existing netwelements or the need for the new elements. Ralés about the
benefits and performance impacts as well as p@ssizkexistence of the technologies are also disduss

6.1 Topological models

This section defines the following concepts of caliged, distributed and flat architectures as lraese for the different
topologies that MEVICO architecture approaches wihsider when addressing the high level requirésnend
challenges.

6.1.1 Centralized architecture

The centralized architecture is considered as tineest 3GPP Rel.10 architecture with the enabledtfanalities (S-
GW localization, SIPTO offload...). In the centralizarchitecture S/P-GW and IMS components are |dcatehe
National PoP.
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Figure 5 Centralized architecture model

6.1.2 Distributed architecture

The distributed architecture will include multipgateways (S/P-GW functionality) located in the oegil POPs. The
distributed architecture is assuming that the fonetities are enabled to be distributable (optedizand other EPC
functionalities might still be centralized).
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Figure 6 Distributed architecture model
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6.1.3 Flat architecture

The flat architecture also referred as ultra flathdecture consists of the architecture where GY¥- MME and
possibly (part of) IMS functionalities are in thechl PoP. The legacy IP routed network is expeofetb the eNodeB
side (it will be operator controllable).

Local network or
Internet

Regional Content National Content
Delivery Network Delivery Network
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Local POP

3GPP Macro/

Micro/Picocell Collect Regional

Local POP RolP

Non-3GPP |
Access E@
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Delivery Network
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Figure 7 Flat architecture model
6.2 KPIs

This section describes the system validation daitére., specifies the criteria and the relatedgeenance metrics (i.e.,
system validation KPI). System validation KPIs iangral should be considered as important queséspetts to
investigate in order to evaluate and rank the #echire options. For the assessment of the metmissilts from
validations should be applied whenever possible.

In the following subsections, under each systendatbn KPI we enumerate the list of related chajks, and the
technologies that try to address those challer@eteria definitions have been formulated for eabhllenge based on
the challenge descriptions. These criteria togettitr the list of technologies and the set of fumaalities in focus of

the top ranking usage scenarios lead the speaificaf how to assess a system validation KPI.

Besides the specification of the evaluation of esyst/alidation criteria we also have defined saitgfyperformance
values for KPIs based on specifications, or usimges derivation based on the traffic trends. Thdoperance of an
architecture option should be estimated, and coetpaiith these values when proposing the ranking.dan be seen
that the expectations will not be met, then intégreissues are raised, and those questions shewdidressed.

The system validation criteria can be split to ¢hrgroups: performance criteria, deployment critergad
validation/technology maturity criteria.

6.2.1 Performance criteria

Performance criteria are related to three importapics, i.e., improving backhaul, improving theage of
heterogeneous network resources and improvingdie ¢

6.2.1.1 Throughput gain in 3GPP access and backhaul

The proposed technology will increase the netwbrkughput and will be measured in terms of incredssumber of
packets and packets size in the access and badkbiaekample, expected throughput based on mod#station for a
large europeen country is 300 Gbs. The requireniar8&PP defined for classes of traffic should basidered when
measuring this KPI.
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6.2.1.2 Backhaul and RAN influence on E-E delay

Requirements for delays in the backhaul and lag tome from the requirements from the end useficgiions.
Typical delay budget for backhaul part in LTE c&sd0 ms, reducing to 1ms for LTE-A and subms feydnd 4G
mobile technologies. BS synchronization transfed aew mobile system features like 3GPP rel 11 CoMiy pose
stricter delay and delay variation requirementsbfackhaul connections.

6.2.1.3 Reliability, recovery time from link failures, congestions and OPEX reduction

This KPI should consider the 3GPP requirementsnddfifor link failure recovery. The KPI could measuihe route
establishment in switches when link break happ€&he.50ms delay for link failure recovery is thersitey point and it
should be reduced. This KPI should calculate mezaa between failures and recovery.

Other technologies such as SON can provide rougirds in terms of OPEX to compare the labor efforbe done
against not having such technology in place.

6.2.1.4 Efficient load distribution in the backhaul and in the core

This KPI should show that the application of loadamcing mechanism contributes to the non-congestitds of the
network in case of high traffic demands. The tcaffhad, the inter-arrival time and transmissionagiethould be
measured either on end points or in the routertbes if possible. The KPI could also use globakpaloss ratio to
measure the congestion of the end to end network

6.2.1.5 Offload gain due to the usage of multi-access capiibes
The KPI can measure the user and operator poiieof

» User point of view. The KPI should measure thefitrahat goes on each interface of the UE in case o
simultaneous use of radio interfaces or it shoutdisnre the end to end delay of transmission.

* Operator point of view. The KPI should measure lthed on different elements of the network. It could
measure the proportion of load in different acées3aNiFi access versus LTE access.

6.2.1.6 Capacity aggregation and E2E QOE provision

This KPI should measure the throughput gain dumtiitipath communication, including goodput. The K#ll also
measure QoS packet delay jitter packet loss plysdditional QOE measurements.

6.2.1.7 Service interruption delay due to handover

This KPI should measure the packet transmissiorntiaddl delay due to flow mobility/handover. The Kiay
measure the service interruption delay and jittex tb HO, as well. Packet delay budgets for guaeghbitrate real-
time services can be considered as hard constfaimitsduced E-E service interruption delay.

6.2.1.8 Handover related signaling load on the network

The handover procedures together with handoveializétion, preparation, completion phases showddabalyzed.
Show that compared to state-of-the-art handovendve technologies provide reduced signaling loadiéferent parts
of the network.

This KPI may measure transmitted data overheati@process or the number of HO messages and their s

6.2.1.9 E-E delay between UE and content

This KPI may measure RTT (on UE or server). The BA&Requirements by application type in terms of Eetay
budget should be considered. This KPI could alsasuee the path lengths in terms of number of L2/as.

6.2.1.10 Offload gains for core network equipments

This KPI may measure the throughput (i.e. numifedaia flows) on network elements such as S/P-GW,
furthermore, user signalling reduction (i.e. numbérsignalling messages, the number of active gsetexts per
network equipment) on network elements such MMES#-GW. It can also measure goodput values onheifsc
network element.

Version: 1.3 Page 45 (85)



MEVICO D1.4

6.2.2 Deployment criteria

6.2.2.1 Impact on UE

This KPI indicates whether the technology needsigha in the UEs. No changes are preferred oveclayge due to
the wide range of differences and the high numbaffected UEs.

6.2.2.2 Impact on existing network elements

This KPI indicates if a technology has impact oly affi the existing network elements. No changes pasferred;
however changes are better manageable than irot#se UEs.

6.2.2.3 Impact on new network elements

This KPI indicates if a technology requires newwark elements. No additional elements are prefetratdaddition of
new network elements is better manageable tharmyeeint of changes in the UEs.

6.2.3 Validation/technology maturity criteria

6.2.3.1 Standalone validation for each technology
This KPI indicates whether the technology will ladidated in a standalone fashion.

6.2.3.2 Integrated validation of some technologies

This KPI indicates whether a technology can bedeadid with other technologies, and whether intégmatith other
technologies is planned

6.2.3.3 Validation maturity

This KPI assesses the maturity level of the tedmpolValidation with prototype, with simulation am validation
reflect the maturity level in decreasing order.

6.3  Architecture options

The above-mentioned KPIs have been part of the imgsbrtant tool the project has used to remain $eduon its

objectives and to derive high quality technologi€he result is a wide set of technologies thatheeensidered

independently, are able to bring important improgata over specific challenges. On the other haneas also

important to provide a coherent set of architectwbere selected technologies would be able tcatbpand cooperate
together to cover the widest set of challengesvimgt importantly to achieve the highest level ditafncy.

To that end, the number of covered KPIs and thel leymaturity have been the two main aspectstbht introduced a
ranking between the technologies and that havaenfied the definition of the MEVCO architectures.

6.3.1 Technologies
The technologies selected to address the abovéanedtchallenges and scenarios are describedsirsélation.

6.3.1.1 Wireless Mesh Network (WMN)

WMN is a high bandwidth communications network magbeof point-to-point communications links orgamze a
mesh topology providing a virtual transport servioe a set of eNBs. The technology is not sensitivahe EPC
topology scenarios presented in this documens ¢ompliant with lots of transport technologies aoehbinations of
technologies. It is a complementary solution todRisting wireless and wireline backhaul accesstsmis for LTE and
LTE-A.

WMN technology provides many economic and technémhlantages for backhauling LTE and LTE-A basestat
The level of utilization of the transport resourcas be greatly improved within the mesh coveraga.Overall data
throughput and transport connectivity is increadsedharing transport capacity flexibly between ¢hent nodes in the
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mesh network. Other advantages include operatieasainess, high reliability and flexibility/scalabyil to adapt to
traffic fluctuations and network changes sincertegvork throughput can be dynamically and autonastyooptimized.
The technology enables a flexible way to enlarg tanild the network according to the transport cétyaneed. It also
enables horizontal connections between base stafmmfast X2 connections. The in-built SON featusgmplify

deployment & installation, maintenance and netwadaagement processes.

6.3.1.2 Transparent Interconnection of Lots of Links (TRILL )

From a transport point of view, Ethernet-based netdgies have several appealing features, notaidy &llow
increasing the available throughput by moving talsalower layer switching and minimizing processpey packet.
TRILL combines the advantages of bridging and raptnd fully distributed mobility mechanism implemted in the
Link layer (i.e. Ethernet). TRILL enables handlimgpbility in Ethernet when nodes are moving betwedlodeBs,
which reduces the amount of mobility requests tiamte to be handled in upper layers (i.e. IP, Trarispr Session
layers).

TRILL reduces the signaling traffic and reducesldtency to manage mobility, thus increasing theralf capacity of
the backhaul network.

6.3.1.3 Ultra Flat Architecture (UFA)

The fully distributed architecture scenario suggd®€C and IMS nodes are distributed in additiorsi#® GW and
MME. The mobility implies the change of all thesedes. In order to have low impact on handover perdmce, the
UFA concept simplifies the concatenated equipmémtis a single GW, and adds a proactive step anetevank
controlled handover execution.

UFA is flat and introduces distributed signalinglatdeta anchors, which are the UFA Gateways (UFA_Ysa\id the
SIPcrossSCTP GWs (SxS_GWSs). This enables to beiseiibute the traffic load, contrary to centralizanchors.
UFA_GWs distribution enables to distribute the SBESand the Application Servers, which enhances gualability
and reduces the delay for accessing Applicatione3srcontent.

UFA is a flat architecture based on SIP. As forrent mobile networks, it implements IMS and policgntrol
functions. However, it is constituted of a singlgdr implementing these functions. It reduces timalyer of node types
and interfaces, and only requires distributed anapbrary anchors, instead of centralized ones.

The main idea of UFA is to gather as much infororaths possible into one Gateway and exchange iatiwmwith
another Gateway. UFA contains the I-CSCF, S-CSGRla@ HSS nodes and two new nodes that are the GAand
the SxS_GW. The basic UFA_GW function is providpitysical connectivity to users (capacity, coverage)

The UFA_GW is the main UFA node; it gathers claasI®-AN nodes functions (e.g. NB, RNC, SGSN andSBG
functions for UMTS), policy control functions, P-C8 functions, SCC AS functions and new functiortse BxS_GW
is in some cases necessary to handle the cassedIRonative services. UFA performances are meddoreservices
transported over SCTP. When data is lost due tddwar, SCTP considers that these losses are duangestion and
retransmits them after a timeout, causing high beeddelay and resource use degradation. UFA sthese issues.
Its performances are compared to the most knowrtisnlhandling the mobility of these applications.

In case of data growth, UFA_GW:s will be duplicatedatisfy the connectivity criteria.

Most technologies should be applicable on UFA, eistig PMIP.

6.3.1.4 Self Organizing Network (SON) solutions in EPC

SON collects automated network management solutitatsare operating autonomously in the networks Tircludes
Self-Healing, Self-Configuration and Self-Optimiret features. The goal of these automated manageso&riions is
to decrease the costs related to operating of thieilennetwork. Definition of SON solutions for LTEadio access
network is considered as a major issue in 3GPReditelease 8. However, the transport impact of #ukor SON
solutions and SON solutions for mobile backhautégort networks is out of scope in those investigat

Transport SON solutions and solutions complemertatie radio SON features enables the efficieitization of the
mobile backhaul resources. For example, an additié®@ature making the Mobility Load Balancing aligiom’s
operation transport aware can avoid radio SON asti®ing optimal for the radio part but at the séime being non-
optimal from the backhaul point of view. The satihfiguring and self optimization algorithms openation the EPC
nodes and/or in the mobile backhaul aim at imprgvesource utilization and shall cope with issiles |

. Multitude of alternative transport solutions aptions

. High number of transport and radio parameters

. Dimensioning/planning based on measured or predlicaffic/load
. Parameter configuration based on guidelines aodmmendations

Version: 1.3 Page 47 (85)



MEVICO D1.4

. Static parameters not capable to adapt to thegthg conditions

These listed examples result in non-optimal sysbeeration, inefficient resource usage and difficaihagement. To
overcome these issues the SON features definddaftsport networks shall provide solutions for &uomated tuning
of transport related parameters and automated ctionesetups in the radio access and transportégvirhe scope of
the automated self-configuration and optimizatitgoathms in centralized and distributed SON operascenarios is
to reconfigure or adapt the system configuratiomrider to follow the changes in traffic/load. Thedgorithms and
solutions should ensure the consistent, efficied@ptive and optimized configuration of mobile Hzeld.

Different SON architecture variants
Centralized SON architecture

Figure 8 Centralized SON architecture

Distributed SON architecture

Figure 9 Distributed SON architecture

Hybrid SON architecture
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Figure 10 Hybrid SON architecture

6.3.1.5 Wi-Fi

Wi-Fi represents the most appropriate technologyffiloading the wide area radio network towards fixed wireless
network. The technology is not topology sensitimghie sense that as long as there is a definecoapdint it will
work. Operator can provide personal connectivityises for devices in residential network, e.gefiall, content
filtering, secure authentication. Operator parsEwices tied to mobile subscription can be pravidiso over WLAN
behind RGW, e.g. Spotify. Operator (Fixed, Mobilel8P) manages the Wi-Fi AP. Mobile Operator caovjute better
indoor coverage for Wi-Fi enabled devices.

6.3.1.6  Stream Control Transmission Protocol (SCTP)

SCTP provides a connection oriented reliable seraitd congestion control services, like TCP. Addiily it provides
multistreaming and multi-homing that provides riesity in case of path failure. It could be usefutase of data losses
due to a mobility handled by EPC.

An extension m-SCTP could replace the PMIP, MIPD&MIP protocols used in the EPC architecture, todiauser
mobility, to bring a gain on the signalling plane.

It does not use any centralized server, and hasirfggacts from the topological choices but workstdrefor flat
architecture.

The main rationale for using SCTP as the trangpatocol is the main features of the protocol. S@iterits most of
its features from the most predominant reliabl@egpert protocol on the Internet: the Transmissiamt@l Protocol
(TCP). Like TCP, SCTP provides a reliable, orderadsport service ensuring that data is transmétadss a network
without error and in sequence. Furthermore, likePTGCTP provides connection-oriented communicaton
mechanisms to control network congestion. Priatdta transmission, a connection or, as it is callefiCTP parlance,
association, is setup between the two communicatmpoints, and it is maintained during their eniommunication.

One of SCTP's novel features is multi-homing. Mbtiiming enables the endpoints of a single assooiat support
multiple IP addresses. Each IP address is equivédea different network path towards the commutimicapeer, for
sending and receiving data through the network.rébdiy, SCTP uses multi-homing as a means for [eatbF
redundancy to provide uninterrupted service dur@spurce failures, and not for load balancing.

Another novel feature that SCTP provides is the @it Address Reconfiguration extension which legesaSCTP
with mobility support. The Dynamic Address Reconfgtion extension enables SCTP to dynamically addPa
address to an already existing association, dyralyicemove an IP address from an association, ymawmhically
request to change the primary destination addred®eqeer endpoint during an active SCTP associaiVioreover, a
local SCTP endpoint can influence its incoming rtwinterface, by advising the peer endpoint alibatdestination
IP address it should use for data transmission.

SCTP is to our knowledge the only transport lay@tqrol that actually supports a layer other tHa dpplication on
top of it, and has a special field in its headeat tindicates the next protocol to receive the d&ther transport
protocols like TCP and UDP do not provide this optand always assume that the next layer is thicafipn layer.

SCTP requires support on the UE or the applicataord does not need modifications on the network.slidcan
provide end-to-end anchorless mobility. Its perfante is independent of the architecture.
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6.3.1.7 Access Network Discovery and Selection Function (ADSF)

ANDSF can be used when either 3GPP and non-3GRBses are available or when multiple non-3GPP sesexme
available. The usage of ANDSF capabilities is idth for scenarios where access network level solsitare not
sufficient for the UE to perform Network Discoveaynd selection of non-3GPP technologies accordingperator
policies.

The ANDSF contains data management and controlifuradity necessary to provide network discovery aerlection

assistance data as per operators' policy. It asnisissending information to UEs about availableess networks and
inter-system mobility policy.

Access Network Discovery and Selection Functionufies help to optimize the selection of the varimdio accesses.
This can be either 3GPP or non 3GPP (mainly WiaEdesses. The scan which is the process to deteth@ravailable
radio accesses and the quality of radio links &lgan time and energy. The radio accesses knayeleday be used to
shorten the scan process and prioritized whichoradcesses should be scanned first. As an exaihfdeyseless to
scan Wi-Fi Access Point where the user has no t@htcess.

In the 3GPP ANDSF version the operator providessiumainly dependent on the location of the UEngithe radio
accesses preferences of the operator. These ral@g@nded to be merely static.

The IEEE ANDSF version named MIH is based on aormfation service that allows the same kind of fesgtu
Furthermore the event service permits to have war&tcontrolled HO.

This is a key feature for offloading techniqgue®&used by connection manager.

6.3.1.8  Not Mobile IP (NMIP)

NMIP links terminals such as mobile phones direetith servers, cutting out the need for tunnellargl reducing the
network itself to simple switches. NMIP is designad a light mechanism to provide an anchorless litobi
management. It does not use any centralized seavel, has few impacts from the topological choideMIP
implementation will use a rules database that we lpaut on the MME.

NMIP is an extension of the TCP protocol that sslifee problem of the connection break when thedtifess of one of
the correspondents changes. In a mobility conteatlows to manage the radio interface changeth&seconnection is
a fast process, the HO is realized seamlessly.tEvarch as interface up/down are caught and mggetrichange of
TCP connections. A rule system is implemented terd@ne which TCP connections may migrate. Thitinégue may
be used to realize automatic offloading when od@ranterface is a 3GPP one and the other is Wi-Fi.

6.3.1.9 Multipath TCP (MPTCP)

MPTCP is a modified version of the TCP protocoltteapports the simultaneous use of multiple pathisvéen

endpoints and no centralized anchor is needed.cdmsequence of the multipath the traffic is bag¢ahon the available
paths. Fairness is ensured on each path to awngidtarvation on one link. The throughput of th@rmection is then
improved as transmitted data is sent simultaneonisigeveral links. The reliability of the conneatis increased as
even if one radio link fails, the other links cape with the data transmission.

6.3.1.10 Gateway selection

The optimum selection and reselection of core netvebements might be dependent on the currentlgcsedl access
network. A function which coordinates the differeselection procedures might improve the overalltesys
performance. To support traffic management alsdigtributed gateway scenarios it could be bendfiainclude

additional criteria into the GW selection proceks:|

Load of the transport network, mobility behavioruskers (e.g. low mobile, high mobile), access nete/supported by
the GWs and the UEs...

6.3.1.11 Network-based IP Flow Mobility (NB-IFOM)

The currently standardized IFOM (IP Flow Mobilitydlution in 3GPP is strictly UE centric as the @er must firstly
deliver the flow routing policies to the UE, aneththe UE must provide these policies to the PDke@ay. Also the
ANDSF has no interface to the PCC system, therefegeires other ways to get informed about the tguidlow
routing policy for a particular UE. NB-IFOM (Netwobased IP Flow Mobility) tries to eliminate theoade limitations
and create an operator centric flow managementenark. The advantages of NB-IFOM enable operammsnforce
IP flow routing policies without involving the UBr$t, such making able the PCRF (the central patimytrol entity) to
decide on the flow routing policy based on e.gg, dailable resources in the network, before signggthe policies to
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the UE. The network-based solution is more efficdan the ones that rely on the UE to performgyoéicquisition
and enforcement: in the current, UE centric stathdiais possible that the network context and resewavailability
may have changed by the time the UE provides théng policies to the network; therefore the PCRHF mot be able
to authorize the new flow policies anymore. Suthadions can be avoided if NB-IFOM is applied ie #@irchitecture.

6.3.1.12 Application Layer Transport Optimization (ALTO)

The IETF ALTO protocol provides guidance to conteefivery applications in networks such as P2P ontént
Delivery Networks (CDNSs), which have to select @neseveral hosts or endpoints from a set of canelidhat are able
to provide a desired data resource. This guidahal Ise based on parameters that affect performande=fficiency of
the data transmission between the hosts, e.gtoff@ogical distance. The ultimate goal is to im@dQoE of the
application while reducing resource consumptioth@underlying network infrastructure.

While flow movements within the EPS can have andotn the e2e path and its performance, there @irrent way
for decision elements within an EPS to anticipateTherefore it is necessary to find a way to intg decision
functions in the EPS with knowledge at the e2e scdp improve its QoE for applications such as @idewnload or
streaming, the UE may use the ALTO protocol to tigimptimize the user QoE and the usage of EPSuress by
providing the UE with information helping it to obge the best possible location from which to dowdlthe whole or
piece of content while considering path changebiwihe EPS.

6.3.1.13 Host Identity Protocol — Ultra Flat Architecture (H IP-UFA)

HIP-UFA refers to HIP-delegation service based Ifbility management for HIP/IPsec based data traffitneling.
The technology proposes a new secure tunnelingmotr the 3GPP EPC.It provides secure inter-GW ititgdnd
mechanism for network-based GW relocation (sintidalP-GW relocation with DMA solutions).

The HIP-UFA technology fits well the use cases wheobility between distributed ePDGs (distributechéecture),
X-GWs (flat architecture) must be supported. logmses HIP-based network access service. This dkxthnis
expected to decrease the number of HIP Diet Exawmmyg HIP Base Exchanges in case of frequent Xxew
handovers when using HIP for user access authmnizdt also removes data traffic anchors, the anighors are the
distributed GWs (first IP hop) of the UES/MRs.

It could also be introduced in the centralized ditributed architecture on the P-GW. However iosth cases L3
access authorization and the security overheadedabg HIP Base Exchange between the UE and the PisGW
unnecessary. Indeed, in that case there is nofoed® authentication and IPsec SAs between theadd the P-GW,
since 3GPP EPC already has its AKA/ SIM protdoauthenticate the user through by the MME.

The coexistence of PMIP and HIP-UFA has no bendfit$ also has no technological constraints. TimeesdE could
support both technologies in different network dorea

HIP-UFA and DMA technologies are alternative salns for optimal GW locations but can't be applied
simultaneously.

6.3.1.14 Host Identity Protocol — Network Mobility (HIP-NEMO )

HIP-NEMO provides mobility management for movingwerks with reduced signaling compared to the aslen
each LFN should update their IP address. It prevgimilar functionality to PMIP-NEMO.

HIP-NEMO introduces a HIP extension with the conagfpmobile Rendezvous Server (MRVS). The mRV&auired
in order to handle moving networks. It is expedededuce HO related signaling for LFNs in the nmgvhetwork.
This technology should be used when HIP-UFA prowiohter-GW mobility management (see section on HRA) or
when the MR is HIP-enabled and uses HIP for useesscauthorization (see section HIP-auth).

The coexistence of PMIP-NEMO and HIP-NEMO has nodfi¢s, but also has no technological constraifte same
MR could support both technologies in differentwatk domains.

6.3.1.15 Proxy Mobile IP — Route Optimisation (PMIP-RO)

The route optimization solution addresses the grobbf centralized mobility anchoring in PMIPv6 teduce the
impact of triangular routing by using intermediaeachors closer to UEs. The objectives are twofoltuce
unnecessary load at the LMA and provide a set dhaus that allows transferring the data anchorivlg from the
LMA to distributed servers. The transfer of roleuldballow having a moving functionality that woubghtimize routing
within a PMIPv6 domain.
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From a centralized to a distributed architectune, iumber of heterogeneous RANs should increasinig#o a more
intensive use of PMIPV6 in the core network, i®5, S8, S2a, S2b, interfaces. Optimized communicatbetween
RANSs will be improved by using this technology.

6.3.1.16  Proxy Mobile IP — Network Mobility (PMIP-NEMO)

PMIP-NEMO is an extension to PMIP to support thevement of prefixes (not just single addressesyatled to MRs
(and subsequently used for configuring addressed 6iNs) at MR’s request. The current procedur P allows to
allocate a “Home Network Prefix” (HNP) to a MH ditly connected to the infrastructure. This HNP tmabe used on
conceptual “home link”, i.e., the network link betgn the MH and the MAG. The typical implementatddrNEMO
assumes that the MR requests a specific (set efixfes) to be announced to the LFNs. Hence, thaasted prefixes
are not directly used on the “home link”. The supd such procedure is not specified in PMIP, whileus requires an
extension.

Besides PMIP-NEMO, HIP-NEMO is another alternativesupport moving networks in MEVICO. HIP-NEMO make
use of the infrastructure and procedures of HIBugport LFNs mobility. Here, the modification okthPv6 address is
a trigger to update the mapping between the lo@atdrthe identifier of the considered UE. Genersgigaking, a PMIP
vs HIP comparison can be made: HIP (with or withNEBMO extension) can be considered as a solutippating
mobility by involving both ends of a communicatiiow (MN and CN needs to be modified for HIP), whas PMIP
does not require modifications on CN to support ifitgh

PMIP-NEMO and HIP-NEMO can be used on the same orlttinfrastructure but the coexistence may not show
benefit. The support of NEMO by PMIP will hide mbidation of LENSs’ IPv6 prefixes needed by HIP todape its
mapping. However, both solutions are strongly t@the mobility management protocol they inhertteflefore, a core
mobile infrastructure running PMIP will find advages relying on PMIP-NEMO in the same way than an
infrastructure supporting HIP will find benefit yatg on HIP-NEMO.

6.3.1.17 Distributed Mobility Anchoring (DMA)

DMA with GTP technology in here intends to optimittee EPC based on the ideas of the IETF DMA, biliziugy
existing 3GPP protocols like GTP with as less assiibe changes in distributed architecture. Thhrtelogy principle
allows the GWs to optimize the data routing in ¢cagleen the existing connections have faced useiilityplover the
multiple distributed GW serving areas. This progeds improved by including the GWs itself in thection on GW
relocation, what is currently done in the contrli@ne node (MME) only. Furthermore the relocation dative mode
devices can be allowed (by user activity detectie)y. DPI). A new IP address and service interampitan be
acceptable from application point of view during tinactivity and a reconnection can be forced, #tlacates a new
more optimal PGW and new IP Address.

In a centralized only architecture these optim@atiare not needed. In the flat architecture th& GW can be seen as
a central GW. If applying GW functions in the featchitecture in the eNodeB the proposed solutioag rasult in un-
proportional high signalling overhead. Hence it kgobest in a distributed architecture with disttdshGWs.

Further benefits can be achieved if the networkirobriunctions are even more centralized and ttstriduted GWs
contain less functionality and can contribute tdHer savings in HW spending.

6.3.1.18 DPI

Deep Packet Inspection (DPI) is a networking te@tm that involves the process of examining thedeeaand

payload content of a packet. Most DPI systems iffecdbmmunication streams and maintain state infatiom for large

numbers of concurrent packet flows. DPI monitoadfic and is able to provide application, transpmrnetwork flow

level measurements in a non-intrusive way for tetdgies enforcing flow mapping and requiring, fostance, probing
the transport links in the backhaul and core (ilee, S1-U, S2, S5/S8, Sgi interfaces). DPI enathilesrse operations
including: advanced network management, improvietyvork security functions and monitoring customdega traffic

in order to mediate, e.g., its speed. Initially,Iombining stateful intrusion detection and pmien) was used to
help tackle harmful traffic and security threatsl am throttle or block undesired or “bandwidth hagplications. This
role has evolved very fast, including in the motstetor, where DPI can be deployed for a wide rasfgese cases
aimed at helping to assure and improve the perfocamaf individual customer services and improveamsr quality

of experience. Based on its potentials, DPI hasineca key component in modern network monitorirgieys.

Different network elements such as PGW, MME, SGW aNB all require or can profit from DPI to ensyraicy
enforcement, lawful interception, QoS, billing, wetk management, security control and introduce hawtionality
such as management of differentiated services tfirofine grained real time bandwidth analysis andhteat
classification, fine-grained diagnosis of networdktlkenecks, application-based billing, QoE analykisLTE, some of

Version: 1.3 Page 52 (85)



MEVICO D1.4

these functionalities, such as policy control, amandatory and require DPI functionalities for peming traffic
classification.

Network data collection can be carried out with gpas network probes (i.e., non-intrusive) that aomnected to
specific connection points in different interfacAs. data collection usually includes user planéitranetwork probes
must be able to handle heavy traffic loads andoperfsmart data filtering. The DPI based monitorgzdutions can
adapt to both centralised and distributed architest and be integrated to network management sgstS@ON
functionality, CES... Limitations in the use of DRie mainly due to: heavy traffic analysis costs;rgpted traffic
allowing only statistical payload analysis; andjdkissues (e.g., network neutrality, differingukgions).

6.3.2 Architectures

As it is mentioned above, the technologies arecssdebased on the KPIs. And there are three topsqmoposed in
the section 6.1 Topology models, centralised, ibisted and flat. This section introduces the magpih different
selected technologies on three topologies. Eadjrahia contains the selected technologies which eaimplemented
on the correspondent architecture topology. Howetrer technologies in red cannot work simultangowsid the
coexistence issue is addressed in the followingjaec

Centralized Architecture
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Figure 11 Centralized architecture with selected technologies
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Distributed architecture
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Figure 12 Distributed architecture with selected technol ogies
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Figure 13 Flat architecture with selected technologies
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6.3.3 Technology Coexistence analysis

This section analyzes the coexistence problemsrtiight appear when deploying some of the listednietogies
simultaneously in the same architecture. Thesentdobies are bound to a specific IP tunnelling @mti and provide
different ways for IP mobility management. Thesehtelogies hence mutually exclude each other amdige

different options for the MNO’s network service éstyThe maximum granularity of co-existence of éhtechnologies
is UE-level, but often it is an MNO-level choice.

6.3.3.1 UFA-SIP

Key features — radio independent architecture, QoMtegrated/very efficient service establishment andanobility
procedures, SIP-based but support any applicationype

In UFA, almost all network functions/layers are hiiit the same node (UFA_GW). Thus all user relatatexts are
within the same node, making decisions easy tooparflexample adapt QoS needs to available resoutgesg
service establishment or mobility) and context$fanduring mobility very fast.

UFA-SIP is based on SIP protocol and is compliaith wMS. SIP allows, among other things, to givéommation
about the requested application in a simple wais &tows to get rid from complex mechanisms likelD

UFA-SIP applies to any application (SIP native awach-SIP native). Non-SIP native applications havémriplement
specific APIs, making them convertible/manageabit \BIP. The current solution covers support foP-8hsed and
SCTP-based applications, and not TCP-based apphsat

UFA-SIP is complete network architecture. It is icathdependent as its procedures are based on H3ahove
protocols. In terms of AAA and security, it implente the same features as a 3GPP network. Bettar tta, it
optimises current 3GPP attachment and authenticptiocedures.

Deployment requirements

UFA-SIP is a new architecture, constituted of tHe, the UFA_GW, and the SxS_GW. The last node iessary for
managing non-SIP native applications towards Cpmading Nodes not able to convert SIP-native appbas to non-
SIP native ones. Non-SIP native applications havienplement APIs making them convertible/manageatith SIP.
Note that this “constraint” is similar for the ANBSolution, where applications within the UE hawénmplement APls
allowing them to interact with the local connectioanager.

Preferred topology

As already said UFA-SIP is a new architecture. T\ _GWSs can be in the local or regional PoPs (mearnhe
distributed/flat topologies). The appropriate taggpl will depend on traffic previsions, equipmenpaeities and tech
eco aspects.

Co-existence issues

In general, we recommend using only one technolighe same time. The choice of the technology nigpen the

expected objectives. In case it is needed to aetiothher technologies with UFA-SIP, a special ditenshould be taken
with regards to the following aspects: conflictterms of handover decisions, security threats givan solution

regarding UFA-SIP, etc.

6.3.3.2 UFA-HIP
Key features — load distribution, mobility managemaet, security, support of any application type

Key features in focus of the MEVICO project of UFAP technology are seamless intra and inter-GW taedon
service data flow level using the Host Identity tBoml (HIP), IEEE 802.21 Media Independent Handgueatocol in
network-controlled mode, HIP signalling delegatiservices and context transfer protocol. Depending tlwe
distribution level of the GWs, the load distributioan be ameliorated in the network.

Unified security service is provided in the entiretwork using IPsec, independently from the acoeswork. IPsec
ESP tunnel between the UE and the GW and betweerGils shall provide integrity protection, messaggit

authentication, confidentiality, anti-replay prdien on L3. Note: integrity protection, messagegiriauthentication
and anti-replay protection is not currently prodda 3GPP-access for user plane traffic. HIP-DEXAAKence adds
this security service in 3GPP-access. In Untrust@d3GPP access the security level remains the aarntés currently
in the 3GPP standard. In Trusted Non-3GPP IP Aceeskin 3GPP-access L2 security services are pdvabs
described by the 3GPP standard.

Other benefits from HIP/IPSec tunneling are thepsupfor legacy application that do not implemendhitity nor
security, and support of coexistence of IPv4 and IRetwork segments, transparent for UEs and agijoits.
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Any application can use the HIP/IPsec transportodsdor applications requiring uniform security, nildi

manamgement from the mobile service layer. HIRyémeral has one important restriction, i.e., noR-dhabled
UES/CNs should not be connected to HIP-enabled Cs/due to security reasons. However, should lit ksti the
case, there exist HIP proxy solutions, but raissmligty threats must be analyzed.

Deployment requirements
The deployment of the technology requires changesisting network elements.

HIP daemon extended with support for signallingedation services must be added in the UE and G\R-dihbled
DNS service may be added for name resolution tot Hadentity Tags of the application servers. AAA \gar
functionality should be added depending on the gorefl network access service protocol. In caseesburce-
constrained UEs HIP DEX-AKA might be a good solatiovhich requires AAA functionality located in ti@&@w. HIP
Rendez-vous service may be added to provide imggthability.

For security reasons, HIP-enabled UEs and GWs dhaatl run applications that use other tunnelingomst letting
some applications to bypass the IPsec firewall, LHF-A-HIP technology should be used by specifipl@ations
requiring IPsec protection, with UES/MRs that onge HIP/IPsec tunnelling option.

Preferred topology
The distributed architecture is the preferred topgl because of the trade-off between load disiobutand

CAPEX/OPEX. Flat network topology is also supportéud case of centralized topology, the technologyld be
beneficious, if there are multiple S/P-GWs or ePDGs

Co-existene issues

UFA-HIP architecture proposes a new HIP/IPsec basedeling option for the EPC, hence it can notused with
other tunneling options, such as GTP, DSMIP or PkiBed tunnels.

6.3.3.3 NB-IFOM

Key feature — network-controlled IP flow mobility

The main goal of NB-IFOM technology is to providedtl balancing and to improve the congestion leste stf the
network. The decision is based on information, sastbandwidth, packet loss and latency of servata flows or
network links. The flow mobility control is initiatl by the Home Agent near/in the P-GW. Frequenajegafsions can
vary from a couple of seconds up to several mindths might be defined by the operator or manufiat The PCRF
makes the decision based on some PCC rules ddbnervice data flows, or based on subscripticia.dBhe Home
Agent in the P-GW executes the flow mapping denisio

NB-IFOM is applicable to DSMIPv6 based tunnellingtion, i.e. when UEs get IP connectivity througle t&82c
interface. Hence it cannot be applied when othenelliing options are used by the UE, such as GTBland S5/S8,
GTP on S1 extended with PMIP/IP GRE on S5/S8, GTB2r/S2b, PMIP/IP GRE on S2a/S2b.

The information for the decision making on the miagpof service data flow to a new UE interface, deeto a new
path towards the Home Agent (HA), is collected frtra following services. The network managementesysshall
provide performance measures with network managegramularity, such as transport link utilizatiddP| or BAT
shall provide performance measures with service fliaiv granularity.

Deployment requirements

In order to perform network based and traffic mamagnt oriented flow-mobility operations the exigtidobile 1Pv6
(NEMO/MCoA) architecture must be extended with filowing special nodes:

 Measurement Unit: One or more DPI capable (Deepdé®daspection) devices throughout the core network
They passively monitor the overall and flow basetivork usage statistics for a given link. When [Phot
available, i.e., when the tunnelled traffic is e/uted, it reports only aggregated statistics oivarglink.

* Mobile Node/Router (MN/MR): Mobile IPv6 node withxtended functionalities. Perform policy routing and
flow binding based on network events. Such policeseived from the Mobile IPv6 network management
entity (Home Agent) always overrule the local diexis and predefined settings.

 Home Agent (HA): Mobile IPv6 central managementtgnwith extended functionality. Relays and enfarce
network-based policies received from the Policyw8erSynchronizes its Binding Cache to the Polieywsr.
Policy Server (PS): A single central entity whichrforms flow binding based on overall network pagtars. It
receives link and flow usage information from nplki Measurement Units and maintains an aggregaitetirig) Cache
from multiple Home Agents. Knowing the actual fldinding usage on the network it activates policiden trigger
conditions are met.
Preferred topology

The most preferred topology for DSMIPv6 based NBiFtechnology is the centralized topology. Stillardistributed
topology, the technology can have benefits by lzatanthe load between different paths within thendm of the same
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distributed GW. However note that the technologggdoot deal with inter-GW flow mobility and servicentinuity for
inter-GW mobility scenarios.

Co-existence issues with other technologies

This solution is associated with the IP tunellingtion that uses DSMIPv6 extended with multiple eafreddress
support for IP mobility management, and IPsec timoelPv6-in-IPv6 bettween the UE and the HomewtgHence it
provides an alternative to the other technologeesscdbed in this section.

Note that DSMIPv6 establishes IPsec tunnel betwitbenJE and the HA on the S2c interface. Hence amligncy
issue is that DPI cannot get service data flowllefermation, except the rare case when null-eptoyn algorithm is
selected for data protection.

GW selection is a higher layer decision system iamduld be mapped to any tunnelling solution (e@GTP, PMIP,
DSMIPv6). GW selection provides triggers to tunimgliprotocols about where to map a given traffosl Since GW
selection is located in the MME, a network-inittd-connectivity tunnel update procedures fit dreto it than UE-
initiated procedures.

In case of PMIP or DSMIPv6-based NB-IFOM, the GWestion could take effect only during the initisdssion
establishment procedure, e.g., selection of LMAAdAthe UE, because these NB-IFOM technologies atosaopport
GW change for on-going sessions. E.g., the NB-IF@iVides network-controlled IP flow mobility usiigSMIPv6

based tunnelling (which is orthogonal to the ottemelling solutions used in MEVICO), GW Selectioomes into
picture during HA selection for a UE (based on Gddd, and probably other parameters of the netwdkgr

selecting the HA, NB-IFOM can make more fine grdimstribution of service data flows, and may nbarge then
the GW. For In order to support distributed ardititee, inter-GW mobility extension should be added., Global
Home Agent to Home Agent protocol [GHAHA]).

6.3.34 DMA with GTP
Key features — Distributed Mobility Anchoring principles with GTP tunneling

DMA with GTP technology optimizes the data routimdien the existing connections have faced user lihobver the
multiple distributed GW serving areas.

Deployment requirements

Technology utilizes the already defined 3GPP prapes| like re-establishment of the PDN connectiequest. The
network is in full control over the usage of thedbPDN connection and explicitly triggers the Wihen to request a
new PDN connection and IP address. The impactamdatdization and further on the deployment is lawew cause
codes for PDN connection release messages haeedefined for GW to MME interface.

Preferred topology

Technology benefits rely on the multiple P-GWs e tarea, so it works best in a distributed netwogology with
distributed GWs. In centralized GW case the scenafithe un-optimized PGW routing is not very relet Further
benefits can be potentially achieved, if the GWtoarfunctions would be centralized and the disttddl GWs (with
pure user plane functionality) are controlled wviiie Open Flow principles.

The functional overlappings and possible co-exiteissues with similar functionality technologieFAJSIP, HIP-
UFA, PMIP-RO and NB-IFOM (DSMIPv6 based) are likalgd most probably it doesn’t make sense to incthdee
functions simultaneously in the network.

Co-existence issues with other technologies

In general 3GPP has assured the coexistence of BMIFSTP. The question of co-existence has to diestb more for
the suggested technologies and concepts rathetabking for PMIP-GTP co-existence only.

PMIP-RO proposes tunnelling the traffic between MAGGWS), bypassing the LMAs (PGWSs) and traversiey an
intermediate anchor (IA) developed for the PMIP tpcol. DMA with GTP proposes to change PGWSs using
intelligence in the PGW or changing SGW for routopgimization.

The DMA proposals with PGW relocation may not cgexiith PMIP-RO as they provide different solutidis the
routing problem: The PMIP-RO solution provides tehmodification while keeping the UE IP addresss tther
solution is to select IP (PDN) connections in tHe\WW for what a new IP address and service interoupthay be
acceptable from application point of view and foeceeconnection that allocates a new more optirgédVRand new IP
Address. It is clear that these are alternativatinis for optimal GW locations but can’t be apglsmultaneously.

The proposal to relocate the SGW to achieve maxB@W-PGW collocation and optimal routing (DMA) cdudlso
coexist with PMIP-RO, if MAG changes are possiliid anay also result in MAG-LMA collocations.

In principle the NB-IFOM would not directly conftithe functionality of DMA with GTP, because NB-IMoperates
on the finer granularity (IP flow level) inside tisngle Packet Data Network (PDN) connection. tiudtl be ensured
that the potential anchoring point change (with DM#\conformant with the all potentially relateddM connections.
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6.3.3.5 PMIP RO
Key features — Routing optimization, localized rouing, offloading

PMIP-RO is an extension to current PMIPv6 procedareontrol communications data paths within andtatside the
EPC, i.e., between MAGs and within the LMA's realihis extension relies on the concept of intermedidata
anchors (IAs) located throughout the EPC. In a ndtwetup where MAGSs are located in local PoPstaad MA in a
national PoP, the IA function could be located lestw (or inside) local or regional PoPs. The rolkAafould be played
by MAGs or intermediate LMAs or other specific harte having routing capability. Knowing that theaRV (where
the LMA is generally located) has specific treatiseto perform on flows (such as charging, lawfukioeption, or
content filtering), it is expected that IAs areald perform a subset, all, or additional servicksvhat the P-GW is
normally expected to be capable of.

The LMA through new signaling messages and for\eergitraffic characteristic is now able to changedate, or
generate a specific data path after selection efarseveral IAs. Because traffics are tunnelethénPMIPv6 domain,
the resulting data path will be a succession ohélsibetween MAGs and IAs. For example, the operaty want to
redirect data traffic coming from sensors connedttedpecific MAG(S) to a specific IA for data aggagion reducing
the treatment load at the LMA. In a vehicular seenawo communicating vehicles along a highwaylddwave their
communications redirected to closer IA(S) to gagttdr jitter performance. One A could be used teraply for a UE
as data buffering close to the attached MAG in cdisadio link disruptions.

Deployment requirements

The deployment of the technology requires modiftcabf existing network elements and protocols. Ph&lP's LMA
daemon must be updated on P-GW(s) as well as PMMRE&s on RAN GWs (S-GW, ePDG, etc.). New network
elements may need to be deployed as Intermediathoks. Furthermore, current operation of BBERF BGiRF may
be extended to handle localized and optimized mguti

Preferred topology

PMIP-RO relies on the distribution of data anchibreughout the network to localize and optimizeadaaffics. Hence,
it is not best fitted for centralized deploymer®@d1IP-RO will benefit from distributed topologie$iough there is a
tradeoff to consider with the amount of signalingssages to maintain optimized routing paths durinbility.

Co-existence issues with other technologies

PMIP-RO enables localized routing and traffic optiation within and/or outside of the EPC while kiegpthe LMA
(located on the P-GW) as signaling anchor. Thismaghat any protocols that may change or relotetd?tGW would
affect negatively the performance of PMIP-RO. Her@®MA with GTP should not be applied simultaneouslythe
same traffics. On the other hand, NB-IFOM is commiwith DSMIPv6, which is not compatible with PMiE
Therefore, PMIPv6 and DSMIPv6 (and by extension PMRIO and NB-IFOM) may co-exist if the network sétec
which of the two mobility management protocols wbbhndle the PDN connection or the UE.

6.3.4 Roaming

International roaming is a cornerstone of mobiléwoeks. MEVICO new architecture proposals, spealfic the

distributed/flat approaches, raise some questibostdt. In the following diagram, you will find state of the art of the
3GPP roaming reference points depending on thewsrpotential cases, knowing that the standardizais not

complete so far, and neither the operators’ usages.instance, while 3GPP has specified a numbetedinical

scenarios for both 3GPP and non-3GPP roaming GSMRAas defined recommendations for roaming casashiing

S6a, S8, S9 interfaces but has not yet defined $pécific guidelines for non-3GPP roaming (case B2,and D

below).
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Figure 14 Roaming reference points

For a certain number of cases, including the abtoea calls and the web browsing, the local breglszenario suits
better for a question of optimized routing. Nevel#lss, as long as the operators will provide wadjaten services,
the home routed scenario will be needed, to thé aba suboptimal routing. A mix of both scenarmsuld apply
depending on subscriptions, services, involved apes’ policies and agreements between the operator

In addition, 3GPP has defined deployment of Sléresfce point [5] for both across the home andedsitetwork
between UE and H-ANDSF and within visited netwodtvieen UE and V-ANDSF. For the home routed scepario
ANDSF is deployed at the HPLMN. For local breaksaenario, V-ANDSF and S14 reference point is togplo
agnostic, but most likely deployed at the natid»@lP.

As a first approach it seems the main point is iloinmze the number of roaming reference points.ti®avhy case B1
above is not recommended at all.

In all the cases, the MME distribution appearsdah issue.

In addition for 3GPP accesses, in case A, the g1@W distribution is an issue. In case C, it is BCRF distribution
that is a challenge.

For non-3GPP accesses, both cases B2 and D show@RF distribution is an issue. 3GPP AAA servaes ot
concerned by distribution.

Both S6a and S9 interfaces are based on Diamaterder to support scalability, resilience and rmmability, and to
reduce the export of network topologies, GSMA hasommended [10] deployment of a Diameter Edge agietite
operator network edge. The Diameter Edge agemtrisidered as the only point of contact into andadw@n operator’s
network at the Diameter application level. GSMA calsescommends to deploy Diameter proxies to provide
functionalities such as admission control, poliontrol, add special information elements (AVP) Hargl for each
application (such as MME) supported by the oper&ddiameter proxy may reside within the DiametelgE agent.
Diameter routing and discovery of the next-hop ageibased on realms. GSMA recommends [10] thahénsearch
order the Diameter Edge agent first consults #isdf manually configured Diameter agent locatiddiemeter realms
can be optionally resolved using DNS.

This means deployment of Diameter based interfaeesS6a interface for MME distribution and S9 nfaee for
various cases for visited PCRF distribution recgigjaite a lot of effort by the operator for distried and flat scenarios
as pointed above for cases C, B2 and D. In bothehamted and local breakout scenarios MME needstéoact with
HSS at the HPLMN, thus centralized scenario is baseéd from MME point of view in roaming case.

For the home routed scenario, VPLMN operator mashvio deploy user plane anchor point (in general G\Wnore
specifically S-GW) for S8 interface as close assfie to the network egress point (case A abovevtud frequent
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anchor changes that would be visible over potdptlahg data path (consider data traffic acrossomé operator in
Europe and visited operator in Asia) across inf@rator network (GRX/IPX) at the HPLMN operator @). This
may even be part of the roaming agreement betwperators. The centralized scenario would be bstéed than
distributed or flat scenario in this case.

In the local breakout scenario, the choice of dechire and topology scenario (centralized, diatad or flat) for
deployment of the user plane anchor points wouldupeto the VPLMN operator decision taking accoumtthe
discussion above about Diameter based interfaspscally if a service requires support for S9riiatee.

For all the scenarios discussed above, choicechhtdogy options for particular scenario in roamaage, in addition
to technology co-existence discussed in other pdirtisis document, will depend on subscription $fiedetails (such

as roaming restrictions in subscription recordsjyises, involved operators’ policies and roamiggeaments between
the operators.

6.4  Other Architecture options

This section includes the architecture diagrams$uding other technologies being analyzed in MEVI@@t have
lower priority but still are under considerationaddress some of the challenges and requirememiseTtechnologies
are; Customer Edge Switching (CES), Ethernet Ojmeradand Management (O&M), HIP Authentication, Mabil
Relaying and mobile Peer4Peer.
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Figure 15. Centralized Architecture with all MEVICO technologies.
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7 OPEX and CAPEX analysis

This section describes the CAPEX/OPEX analysis for tiobila packet core network for the LTE and I-Advanced
of 3GPP. The main purpose of the analysis is topawe and evaluate the three main topology evolutimemarios
centralized, distributed and flath& work focuses onto the following iter

- Centralized vs. Distributed network deployn
- Localization of Internet Exchange Poi
- Sensitivity analysis of input parameters within #imve mode

7.1 Model description

The model proposed for the analysis is ired from the traffic flow model described in theaffic Description
document:

Internal Servers (Operator owned Services) and Caches
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Figure 18: Traffic flow model

The network is composed by 60 POPs for a large uzatry. Three different types of equipment carinstalled or
each POP:

- LTE equipment (S-GW, VG, Interconnects and Caches)
- Aggregation equipment (interfaces, routers andchai
- Internal Servers (operator specific applicationsewices’

An amount of internet traffic is generated at eBEP of the network. Thtotal traffic forecast for 2015 (280.52 Gb
has been proportionally distributed for each POPBoating to the number of inhabitants of the regignench
population data has been used to distribute thatitwts of the POPs over the country and to deine the traffic
generated at each POP. Depending on the architeetuifferent number of POPs can be equipped Wit
equipment;

- Flat achitecture, a minimum of 21 PC and a maximum of 60 POPs can be LTE equif

- Distributed architecture, a minimt of 6 POPsand a maximum of 20 POPs can be LTE equif

- Centralized architecture, a maximum of 5 POPs ealliE equippet

Two different scenarios are tested consideringediffit architecture network topologies for the ImérServers. Th
number of POPgsquipped with Interrl Servers is limited to 5 and 2The amount of traffic processed by the Intel
Servers is fixed to 20% according to the applicatbare forecast for 201

The equipment, installation, and transport costa/&en the base anten and the backhaul network are not conside
in this analysis. However, it is worth remarkingslk costs are constant over the three networktectinies

Different transport and equipment capacities aresiciered (1 Gb, 2.5 Gb, 10 Gb, 40 Gb, and 10).

In order to satisfy the end-&nd delay time, the average number of intermedi&@iP's before reaching a LTE equip|
POP has been fixed to 2.5. The schin next figureillustrates the costs considered in the anal
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Equipment Costs
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Figure 19: Schema of the costs considered in the analysis

Table 1 and Table 2 displdlye transport and equipment costs for the diffecemtfonents of the netwo.

In this CAPEX/OPEX analysis we consider the costdaas the relationship between the reed network capacity
and the cost of the LTE, aggregation equipmenttesmsport equipmenTherefore, a cost factor of 10:3 means t
increasing the network capacity by 10 til requires an increase by 3 times the cost of the, [Aggregation an
transport equipment.

k€ 1Gb 2.5Gb 10Gb 40Gb 100Ghb
Internal Servers 0 0 0 0 0

LTE equipment 3000 4645 9000 17438 27000
Aggregation equipment 100 154 300 581 900

Table 1: Equipment costs

k€ 1Gb 2.5Gb 10Gb 40Gb 100Gb
New Connection cost (cost/km) 70 70 70 70 70
Cable cost (cost/km) 5 7.74 15 29 45

Table 2: Transport costs
The model determines the best positioning for fhE equipment and Internal servers by minimizingabsts

In order to obtain a more realistic network, therent France Telecom netw( has been considered as connect
already installed. It means that the installatiost¢“New connection cost”) for those lines i

7.2 OPEX and CAPEX results

The analysis of OPEX and CAPEX performed for th#edint architecture and topologies descd in previous
Section 6.3rovide the following results for thwo evaluated scenarios (5 andl@@ernal Servers

5 Internal Servers 2iternal Servel
k€ Flat Distributed | Centralized Flat Distributec Centralized
LTE equipment costs 5b43¢ 105521 9000(¢ 146456 115314
Aggregation equip. costs 19405 21055 22480 18395 19985
Connections costs 308¢ 310669 311589 296820 294866
Total cost 48003 437245 424064 4616711 430165

Table 3: Costs for each type of network topology @hitecture
Centralized Architecture

The centralized architecture costs have been eaémlibnly for the first scenario where 5 Internah&rs are available.
Indeed, the 20nternal Servers scenario has no sense here $ircE00% of the traffic has to be processed by -
GW and/or PDNsSW and only 20% of this traffic is then directedtbt® Internal Servers. Thus, the optimal solu
here is to dcate the Internal Servers at the same POPs whé&eguipment is installe In the optimal solution onl
four of the five LTE equipments available have beestalled. The for POPs have been spread over the country ar
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amount of traffic allocated to these POPs is véghthree LTE equipments with a capacity of 10(p&hand one LTE
equipment with a capacity of 10 Gbps.

Distributed Architecture

The results show that only six of the available ldduipment has been installed (the minimum numbtroaized). It
means that the cost will increase if a larger nunalbéTE equipments are installed.

Flat Architecture

The flat architecture has LTE equipments where il 24 over 60 LTE equipments are available. Basethe costs
proposed in this analysis, the flat architecturéaén more expensive than the other two architestur

7.3 Sensitivity Analysis

A sensitivity analysis has been performed in otdezvaluate the robustness of the solution. Tha isi¢o evaluate how
the optimal network architecture evolves when sdanput parameters are modified. These parameteramaialy
related to the costs. From the Table 3 the mogalslei network architecture is the centralized aechire, so the
sensitive analysis is performed for the distribudechitecture (a maximal of 20 LTE equipments arharized) for the
5 Internal Servers scenario.

Costs
Decreasing the equipment costs

In this first analysis, the analysis focus on d#fece between the equipment costs and the transpsigt indepently on
the equipment capacity. The LTE equipment costs hasen divided by two. The new LTE equipment cests
displayed in Table 4. The rest of costs are notifigat]

k€ 1Gb 2.5Gb 10Gb 40Gb 100Gb
Internal Servers 0 0 0 0 0
LTE equipment 1500 2322 4500 8719 13500

Table 4: LTE - Equipment costs

The results show that the optimal architecturewsto a more distributed architecture with moré& [€lquipments
installed (11 LTE equipments are installed) whemnrgtio between LTE equipment costs and transpstsc
(aggregation equipment, connections) decreases.

Increasing the equipment and transport cost

For this analysis, the cost factor when the netwaabacitity increase is 10:6 which means that whenthe network
capacity has to increase by 10 times then the amnpand transport cost increase 6 times. Tabled4Table 5 display
the new transport and equipment costs for theréiffiecomponents of the network.

k€ 1Gb 2.5Gb 10Gb 40Gb 100Gb

Internal Servers 0 0 0 0 0

LTE equipment 3000 6120 18000 52937 108000

Aggregation equipment 100 204 600 1764 3600
Table 5: Equipment costs

k€ 1Gb 2.5Gb 10Gb 40Gb 100Gb

New Connection cost (cost/km) 70 70 70 70 70

Cable cost (cost/km) 5 10.2 30 88 180

Table 6: Transport costs

The results show that a centralized/distributethitecture with some extra LTE equipped POPs kespghthe optimal
architecture when the costs of the equipment wighdr capacity increased (6 LTE equipments aralilest). However,
if this cost factor is increased to 10:8 which ne#mat if the network capacity has to increase Bytithes and the
equipment and transport costs increased 8 timesptimal architecture is a hardly distributed lat &rchitecture with
almost 30 LTE equipped POPs.
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Increasing the transport cost

Finally, in this third analysis only the transpaudsts is increased. Table 1 and Table 6 displayethépment and
transport costs, respectively.

In that context, the optimal architecture evolvesitmore distributed architecture with more PORspgpd with the
LTE technology (15 LTE equipments are installed).

7.4

From the CAPEX/OPEX analysis, we can conclude thatresults are dependent on the costs. The cessitigity

analysis demonstrates that if the ratio between EfEpment costs and transport costs (aggregatjaipments and
connection costs) decreases (i.e. network capanityeases but equipment and transport cost canaokdpt
competitive), then the optimal architecture evoliea more distributed architecture.

The second interesting point is that if the coghefequipment with higher capacity increases, theroptimal network
architecture also evolves to a distributed or #ethitecture with a higher number of LTE equipmentth lower
capacity. Contrarily, if the cost of equipment whtigher capacitiy is cost effective then it wi#é then more interesting
to use a centralized architecture with a few nunabéiT E equipments with higher capacity.

The traffic forecast in the scenario based on neobdtwork in France the traffic is expected to giow2020 about
2300 Ghps, so the capacity of the equipments Iestalt the POPs for the centralized architectutebei huge (500
Gbps and 1000 Gbps). In that context, if the eqeipmvith these capacities is not technologicalbsfile by the time,
the solution is then to double the equipment omeations in order to get the necessary capacitigbat case, the cost
will be considerably increased for the centraliaechitecture network since the cost factor (10a88)not be mantained.
Besides, new challenging technology problems sscbnergy consumption or heat dissipation may apipeagasing
also the final cost.

Another factor not considered is the network depiegt since networks cannot be installed over nighgn capacity
increase is required. When operator deploys a sy&tdas to consider the expected traffic forecasthe equipment
installed should be able to handle that traffitha next years. However, that means the equiprsemderutilized in
the initial years. This supports the idea of havimye distributed system that can be deployednelee with the traffic
demand. However, adding new equipment in the POigetmequire having an Internet Exchange point Wwhias

some additional cost due to contractual and leggjotiations with Internet service providers andeothxchange
carriers in the scenario where the mobile operiatoot owning the fixed Internet network infrastiure.

Conclusions

The following table summarizes the advantages anagvithcks of the different topologies depending dferdnt
techno-economic factors.

Main Factor

Centralized Architecture

DistributedcAitecture

Flat Architecture

Cost scaling factor whe
capacities increases

nIf factor is kept competitive
so the LTE technology can
handle  the required
capacity maintaining a low
cost scaling factor (10:2 to
10:6), which means the
network capacity increases
by 10 times but the cost of
the  equipment/transport
increases by 2-6 times.

If the transport network is
not able to keep up with the
required capacity with a
cost effective solution with
cost ratio (10:7 to 10:8)

If there exists a technologic
limitation: it is not feasible
to have very high capacity
components (cost factor
10:9t0 10:10)

OPEX costs (maintenanc

clLower OPEX costs to

Higher OPEX costs to maintain a larger number of POPs

power supply) maintain few POPs and the | spread over the country (mobility)

associated real estate
CAPEX extra costs Possible additional infra | This requires additional footprint in the current POPs
(cooling equipment, renting requirements  (even not | which might lead to renegotiation of the renting contracts

contracts)

technologically feasible for
very high capacity
equipment) concerning
cooling limitations

with the associated cost in order to install new equipment
which require additional space.

Additional infra

requirements concerning

cooling

limitations in the LTE equipped POPs.

The POPs might require Internet Exchange points with
the required technical and contractual/legal cost
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Network deployment

Network deployment not
optimized based on the
expected trafffic forecast
(ressources

under utilization/network
saturation)

Optimized network deployment adapted to the real
evolution of the traffic demand based on the geographical
location. Thus, new equipment can be deployed only in
selected areas with higher demand.
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8  System validation

8.1 \Validation Usage scenarios

The usage scenarios allow discussing the mostaeleparts of signaling and data communication. Moee, this
enables the possibility of investigating the demsmuies and the collaborative effects of proposetnelogies on the
system validation KPlIs.

After investigating the challenges covered by défé usage scenarios, and the challenges coverddEICO
contributions, three main usage scenarios have $alented for the decision on the final architeztyption.

1. Increasing number of mobile users that will usePvor other multimedia services over mobile interfidie
MNO should guarantee E2E QoE for user traffic whibeessing the service over residential Wi-Fi, hakie
Fi or LTE wide area network.

2. Increasing number of mobile users that will useniftuen VoD with guaranteed QoS. The network should
support offload to Wi-Fi provided by Fixed broaddaprovider, QoS update based on available bandwidth
user-specific network policy enforcement.

3. Improve the scalability of the MNO in terms of ttresource utilization and cost-effective network.
Particularly, provide seamless user experienceddfil® Internet over multiple GWs and multiple iriteres.

The first two usage scenarios are about the mogolitant end-user services, i.e., the subscribeesses
Voice/Multiedia communication and Video on Demardvices. The proposed architecture must meet tng@rements
of fixed-mobile convergence where the MNO provides same services to the user over fixed or matetsvorks

regardless of the access and location. The acedssrk could be the home mobile network, the ragminobile

network, home Wi-Fi network, residential Wi-Fi netk. Both usage scenarios describe the mobilitg o§er between
residental WiFi, LTE wide area network and home WIR both scenarios the most important requirementhe

support of E2E QoE with suitable QoS adaptation.

The third usage scenario highlights the mobile oektwoperator aspect and architecture evolution.nmBess user
experience of mobile Internet should be providedtfie users, even if the architecture is changenh fcentralized to
ditributed. The user traffic can be conveyed oveitiple GWs and multiple UE interfaces. Transparaffic and

network management should be able to support smadfic steering and automatized functions. The tnogportant

challenge is to improve user experience by takihgpatages of multiple interfaces and multiple padth¢he servers,
application-level awareness of endpoints and ndtwitilization awareness. Provide a better user expee of mobile
Internet by managing connectivity towards multiplecess of the end device. Upon events, the systeyndecide to
move some flow between accesses in order to iner€aé or for load sharing purpose. There are afigtossible
events, hereafter is a non exhaustive list for gstam UE detects the coverage of a WiFi AP or atéem®ll access
andlost of access link, QoS of current access degrao$S of preferred access improves, new apiplicatarts, etc.

8.2  Valiation results

This part discusses the performance gains of th¥ID technologies in terms of the system validakd®is.

First, the logical structure of the proposed tedbgies is described. Technologies are positiongdrims of their place
and influence in the network segments and layershef MNO. Technology usage alternatives are presefir
situations where the supplied functionalities avertapping, and hence there are multiple optionsaiavey the user
traffic.

Then the functionalities and the performance gauntseved by the MEVICO technologies are explainased on the
KPI assessment results. In the validation multieascenvironment is assumed where UEs are movingh@mo
hierarchically structured LTE networks and betwedit/WiFi access networks meanwhile users are cdamgedo
different applications including videos, P2P, S(3d@3ed applications, SIP-based applications. Thmdss benefits of
the technologies that are close to market areratsationed.

Finally, we discuss how to avoid conflicts betweka decisions of different technlologies that eocéotraffic steering
policies for group of users, individual user, grafdflows, or an individual flow. Figure 20 showsetlogical structure
of technologies.
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® (Cell/hotspot/relay selection, HO/admission control in RAN

| ® BTA,DPI, r ) , ® ity: i
TCP-based app. SCTP-based app. |sIP-based app.| Other app. { ) A.LTO. P4P (granularity: UE network interface )
(+NMIPfor © QoE estimationand Distributed :
OR + MPTCP) (+mSCTPfor ©) | (+IMS for©) (+®) A o Ethernet-level path update for VLANs due to moving to new

mitigate CDN load shifts MPTCP—PRI; BS (granulatiry: UE network interface )

IP tunneling options from UE to MNO’s GW with IP mobility
management. (granularity: UE network interface or service
data flow) (Note: UFA-SIP only handles SCTP and SIP-based
applications, HIP-FEMTO manages IP mobility of moving
Femtocells, MRs).

7”7

IP connectivity options from UE to MNO’s GW without IP
ANDSF ® mobility management (granularity: UE network interface)

Mobile ¢ MCCS ® Wi-Fi HO ® Application/transport-level IP mobility in case if not handled

Relaying i o in lower layer. (granularity: service data flow, restricted to
Selective admission control . -
. X specific transport-layer protocol or application type)
CLinterference detection
[ h ¥ Traffic identification/classification for traffic and network
UE, LTE last mile /access/ aggregation / core LU, management, QoE estimation and traffic management,
MR Backhaul transport COT;:’M' mitigation of CDN load shifts (granularity: service data flow,

specific to application type)

# Application level traffic management, endpoint selection.
(granularity: service data flow, specific application and content
type)

4 MPTCP-PR: TCP flow splitting/combining functionality can be
deployed on multi-homed end systems, e.g.,, Femto GWs,
Mobile Routers, BNGs. (granularity: service data flow, TCP)

&

Figure 20. Logical structure of MEVICO technologies.

The technologies can be grouped into the followtagegories regarding theposition in the network layers ai
segments, and their influeno® network resource utilizati; RAN layer optimization, Transport layer optimati
Mobile service core optimization and applicationeleoptimization.

* RAN layer optimizationlcombined wth backhaul) red technologies influence radio access netweléction
with user-level granularityand include RAN-layer traffic managementpetwork management. The
technologies determine 3GPP cell /-Fi hotspot selection for the UE’s network int«ces (as indicated bg )
hence optimize RAN and backhaul network resouritigation.

. (on different backhaul network segmeor core transpa): yellow technologies
improve the transport network layer’'s capacincrease the transpodonnectivity possibilites, provide
capacity improvements, fattiblerant transportRAD distributed policy control enables Mr-controlled
traffic shaping and QoS enforcement in the trartspetwork layereven in case of distributed/flat EF
architecture. Transpol&yer technologie reducedeployment, operation and maintenance ( per transferred
traffic volume. As Etherneis the emerging technolo in the backhaul access part, TRILL provides n-
mobility management for UE's moving beten different eNodeBBotspots/bas stations, i.e., updates the
Ethernet VLAN endpointand enforces traffic sterri with UE network interface granulari(as indicated by

) . Among other benefits, H-FEMTO could manage IP mobility of moving femtocANi-Fi hotspots with
cell/MR level granularityof traffic steerin (as indicated by» ).

. : green technologies influence UE interface sedectGW selection, the pa
between UE/MR and GWY route optimizatio. These technologiesssign traffic flows to a given UE netwc
interface on IP-level. Part tfierr provide IP-level handover executitor the UE/MR(as indicated by and

). The traffic steering to new interface can be wumeflow level at these technolog. Gateway selection
algorithm determineshe other end of the pa it works on usetevel and is restricted to-GW, P-GW
selection. The optimal placement of multipl-GW/P-GWs is influenced byany factors such as deme
trsffic matrix, breakout possilities given by transport network layer and tunrg options, content location
(caches, CDN). ThEAPEX/OPEX analysis describedprevious section indicateghich topology is the best
to use.

» Applicationdevel optimizatior: blue technologies aggroviding traffic/mobility management functionadion
application-level.The traffic treatment granularity of the technokmiin this group is flo-level, they are
restricted to specific transpdetyer protocol or application type.

o Some of the techotogies (NMIP, SCTP) provide IP-level terminbasedhandover execution if not
handled by the mobile service layer (as indicatg®), e.g.,DSMIP is notdeployed or activated on
the UE, PMIFs not available in an access netw. Hence these enlarge tspace of seamless service
continuity in heterogenous access netw, and reduce the load of the IP mobility manager
function in the mobile service lay.

o Technologies, such as ALTO and P4P influence th#peint selectionand load scheduling for

specific applicationgas indicated b)’ ,)hence they provide better spatial and temposdtibution
of these traffic demands, considering network cieraspect, such as network utilizatit.
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0 Itis possible to deploy MPTC(-PR (TCP flow splitting/combininfunctionality) on multi-homed end
systems (the GWs)ksuch a multi-homedFemto GWSs, Mobile Routers, BNGs, enabling cape
aggregation for specific TCP flows going through #n-system(as indicated b € ).

o Traffic identification and classificatiotechnologies are used lgaffic and netork management.
QoE estimation and traffic managen technology identifies QoS degradations for videeans an:
updates the stream bandwi and other parameters accordingly.itityation of CDN load shifi is a
technology influencing the resource utilization bé thetwork segments between MNO’s GWs
other IXPs accordingly (as indicated 7).

Considering the set of technologies in Figure 18 cam see that similar technologies can provide Bbility
managenent and/or certain technologies are bound to engif? tunnelling option. These technologies henotuaily
exclude each other on the level of specific UE,ugrof UEs SON is a special case that influences both RAN
transport layers. Its functionsutamate network configuration and optimization; chée interact with O&M; and
sometimes have impact on both layers, e.g., triggdoac1balancing to optimize radio and transg

Following, the functionalities and the performance gainseaed by th MEVICO technologies are explained basec
the KPI assessment results.

RAN layer optimization
ANDSF
Performance gains in terms of KPlIs:

KPI 1.1, KPI 2.1: The impact of the use of ANDSF is indirect: bypimoving the access to alternative radio acce
allows to maximize the use of WA-AP. If we consider the mobility ratio 60% of usm the move vs 40% non mob
user (at home or at the office) , itnche assumed than at least 40% will be the bage ahthe traffic that will be
offloaded.

KPI 2.3, KPI 3.1: ANDSF is using rules to inform the UE on whicldi@ access should be preferred, hence
statistics such as service interruption delay © handover or end to end delay may be taken intowatt to optimize
these properties.

MCCS

Multi-criteria cell selectionconsiders hierarchical 3GPP RAN cell structure. Th# selection for a given U has
influence on the 3GPP RAN throughput and r transmission delayThe objective of the validation was t
comparison of the performances of distance baskdealection, SINR based cell selection and glatell selectior
algorithm. Furthermore PF schedulers have beerpaoed to RR schedulers. 1 validation scenario included 1
macro-, 0...2 pico-, 0...4 femtocelisid 20...100 UE The analysis of MCC®#nethods we restricted to 3GPP-access
networks but the topican be extended to mi-access environnmés. The granurality othe traffic steering by this
technology is device levéBGPP RAN network interface lev.

Performance gains in terms of KPIs:
KPI 1.1: SINR-based provides higher throughput then distancedbesk selection on the average -75% gain in
terms of average total throughput depending onntlmaber of UEs). On the average, Skbased UEs have 11dB

higher SNR then in case of distartzaseccell selectionThe PF scheduling algorithm gives ~10% better tebah the
RR scheduling algorithm in terms of average thrgugln case of both cell selection algorith

KPI 1.2: maximum transmission delay is reduced by ~15%nwtlistance based apjach is used instead of SIM
based approach

Mobile Relaying

The objective of this technology is to increaseR#eN throughput by connecting mar-celledge users through mob
relays and/or WFi access network. The validation included theofelhg mainscenarios: macrocell without relayi
as the reference scenario, macrocell with relaymagcrocell and celledge users connecting t-Fi, macrocell with
mobile relaying and Wi-FiMobile relaying has impact on the UE and on exgstietwork elements, pvides low cost
LTE RAN infrastructure, due to less mi-cells and same coverage with fewer base statiarthieifmore provides or
aspect for the selection of UEs to be offloadedugh W-Fi. The traffic steering granularity is u-level or UE
network interface levellhe results are achieved for LTE, but can be exdrid any OFDMsbased RAN, and IEEE
802.11n.

Performance gains in terms of KPlIs:
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KPI 1.1: In cellular communication systems, the userstktat the edge of the cell generally receive twekt
throughput. Mobile relaying helps these users toeiase their throughput via exploiting cooperabetween the users.
As a result of the throughput gain at the cell edyerall system throughput increases as well. &itimn results have
validated the stated increase in throughput ottikedge users (2-20% depending on the scenario).

KPI 2.1: In order to evaluate the mobile relaying systeemuged a heterogeneous network where Wi-Fi existsea
cell edge. A user at the cell edge can offloadwig-i or a user-mobile relay. In either case tivedt traffic to eNB is
offloaded to another entity in the system. The $atmon results have shown that, using mobile relgytogether with
Wi-Fi, 10% offload gain is achieved.

Selection of HO candidates in Wi-Fi hotspots

This technology focuses on decision algorithms\Vifui offload, i.e., user selection in order toiease the efficiency
of Wi-Fi resource utilization and maximize the o#id to Wi-Fi access. It assumes operator managde Whtspots, or
public hotspots. This network based access seteatgorithm can be implemented in Wi-Fi APs or ¢éparate network
entities. The decision algorithm assumes multi-ascEenario: users not connecting to Wi-Fi arerasduto access
through 3GPP RAN.

Wi-Fi capacity is filled up with randomly selectégtminals (as users/operator are willing to contieetuser to Wi-Fi),
however, when the QoS degradation of certain figwes connecting through Wi-Fi reach some threskalde, one
STA s selected and disconnected from Wi-Fi. QoSitooing is application-aware, meanwhile the enéonent is user-
level. Three selection schemes of STAs have beempared to decide which STA should be disconnectad Wi-Fi in
such situation: 1) Random selection, which lowéeslbad in the network by randomly selecting a teat has very
low complexity, but is RAN-layer technology-agnest?) RSSI-based selection, where high receivedasigtrength
indicates good wireless channel, and accordinglyselect the terminal with lowest RSSI value; 3) aval Cost
Function Approach (CFA), which selects inefficicierminals based on explicit evaluation of WiFi sanission
parameters. Within CFA two apporaches are considajeone based on inefficiency metric, b) the othased on
weighted aggregation of inefficiency and currertiveek load of a STA.

Performance gains in terms of KPIs:

KPI 2.1: CFA and RSSI perform the same, and provide 15% i terms of number of supported VoIP flows with
sustained flows compared to random selection. Tias been achieved in a 802.11n hotspot where 2@ &fe
uniformly distributed and the maximum distanceh®d 6TAs from the AP is 100m each generating on® ¥Yiolw. For
traffic-mixes containing both VoIP and FTP DL flowtke RSSI provides 15% gain, CFA provides 20%0(250% (b)
gain in terms of maximum supported VoIP flows, cangual to random selection. Meanwhile the supportedber of
FTP DL flows is higher for RSSI based method thenGFA methods. Compared to "random selection'géias for
RSSI and CFA are 38% and 19% (a), -38% (b) in al80”hotspot with 100m radius.

Selective admission control

With increasing traffic demands and the diverseliaation types carried by the LTE/EPC network, aglcadmission
control mechanisms should guarantee the QoS ddrdift application types. Proposed mechanism, seeatimission
control, preserves the rule known from PSTN netwottkat an already addmitted user is a satisfied (QeS
requiremnets are fulfilled). New flows with an exftl session start (e.g., TCP SYN packets) arectefein case the
measurements indicate congestion. Test scenaribswvdluate from the perspective of individual T@Bws this
mechanism. The mechanism has flow-level granulaaitd restricted to TCP traffic.

Performance gains in terms of KPIs:
KPI 1.1: Selective admission control will help to impraveoughput in WiFi / LTE access

KPI 1.2: avoiding, mitigating congestion situations in tRAN improves QoS sustainment for other flows, udihg
radio transmission delay

Cross-layer interference detection

The objective of this research is to find the exattavior of TCP and ARQ in case of radio interfegesituations and
propose interference detection algorithms in thisvok (e.g. to be implemented in the DPI). The naagbm can be
deployed in any network element that is able toRy&N parameters and inspect TCP flows.

Performance gains in terms of KPIs:

KPI 1.1: by reducing interference the goodput of MAC frameéll be increased.

KPI 1.2: by reducing interference radio transmission deldibe reduced.

SON
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The SON concept and algorithms have been desigmdthpgrove the management plane via automated nktwor
configuration and operation. This has direct impamt the costs (OPEX and CAPEX) but also on thesgart and
end-to-end quality and performance of the netwSN is necessary to be able to cope with the isectdemands in
network capacity and coverage, and the increasedorie complexity (coexistance of multiple techndlkesy Mobile-
Fixed, Multi-radio and Multi-layer). Currently, SOfdcuses mainly on radio driven use cases thataugthe Radio
Network Layer efficiency. However, the reconfigimat of the radio parameters can have negative impacthe
Transport Network Layer performance and thus onaverall quality of service (QoS). This makes itessary to
consider the status of the transport network asagatential QoS and user experience impacts dSDY the decision
process. Only Mobility Load Balancing optimisatigMLB) has been used to show performance gains when
introducing eNB transport status evaluation andrinht MLB. Other algorithms were analysed to detee if they
have impact on end-to-end performance. These at@watic Neighbour Relation Function (ANRF), Ene®gvings
(ES) and Mobility Load balancing (MLB). On the otheand, the following have little or no impact: @Goage and
Capacity Optimization (CCO), Interference Reductftir), Automated Configuration of Physical Cell idity (PCI),
Mobility Robustness Optimisation (MRO), RACH Optsation (RO) and Inter-Cell Interference CoordinattCIC).

MLB
The validation activities in the SON managementitsmhs focused on two topics.

The first topic considered multiple packet datentedogies, such as WLAN, and how they can be usechprove the
efficiency of load balancing. The main goal is tanimize the number of unsatisfied users in the oetwby

distributing the load from heavily loaded cellsléss burdened ones. This allowed obtaining sigamtigperformance
boost in network resource utilization and in therage data rate per user.

The second topic considered evaluating the benefitintroducing transport aware operation in theisaSON

solutions. The radio SON feature selected was-iiffa mobility load balancing (MLB) that was extemt® integrate
both radio and transport network in its decisioftse goal of the validation was to show that theagled solution is
able to precisely detect radio overload and acelyratvaluate the transport status of eNBs and,, thusid QoS
deterioration observed when using only transpanbatic load balancing algorithms.

Performance gains in terms of KPlIs:

KPI 1.1: LB allows integrating multiple packet data tectogiés, such as WLAN. Distributed intra-frequencado
balancing algorithm based on automatic adjustmehtzandover thresholds reduces call blocking raig iacreases
cell-edge throughput. Number of unsatisfied userthe network is reduced by half or more (up tantes reduction
were measured). Resources of the network are usee extensively with the LB algorithm, which meahat more
users can be satisfied with the same available rurob PRBs and the average PRB number per useeatss
constantly with increasing total number of users.

KPI 1.3: Congestion control is another aspect of load batgnwhere dynamic adjustment of frequency is used
minimize the inter-cell interference. Proper allbma of resources allows reducing the backhaul @ystedirecting
some traffic into non-3GPP and global internet.

KPI 1.4: LB allows transfering users between base stationsmore balanced load distribution in order to rteim
appropriate end-user experience and network pediocm Efficient load distribution makes sure thsoteces are
utilized in the best way possible. The number ¢itfad network users is an indication to the dff@mess of the load
distribution algorithm.

The LB algorithms, designed for air interface aadio network layer, are improved by integrating kiezige of the
status of the transport network (Load Balancing &raffic Steering Entity). This helps avoid shifjiriraffic from
overloaded cells to cells with sufficient radiogesces but having only limited transport capad®gsults showed that
congestion was eliminated that normally would netdiminated. Furthermore, by considering the frarnsstatus,
transport congestion can trigger LB and prevent @Qeterioration by unloading transport congestet.cel

KPI 2.1: Multi-access can be used to reduce core netwofficiraongestions and minimize the overall costtloé
network. Mobile users can be served with the so®lls in crowded places and WLAN inside airportgysping streets
and public places where high dynamicity is siguifi€he LB algorithm measures the node utilizatiand decides how
the users can be allocated so as not to overlsatyie node.

KPI 2.2: Integration of several technologies, with load balag among them, improves the overall capacityhef
network. The LB algorithm allows load balancing vee¢n different technologies, WLAN and cellular. Tiesults
present a significant real time improvement in allarapacity in terms of PRBs.

KPI 2.4: In intra E-UTRAN handover and E-UTRAN to WLAN hanadw scenarios, more efficient signaling is
achieved when based on optimized LB algorithms.

—

Transport layer optimization
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WMN
Performance gains in terms of KPlIs:

KPI 1.1: The maximum possible throughput of the validatigstem (1 Gbps) was verified through one WMN
node/eNB with 1000 byte packet length. With smafiackets the performance of the demo software im@igation
will deteriorate slightly. In traffic congestiontgations lower QoS classes are dropped in favogusranteeing
maximum throughput for high priority traffic classe

KPI 1.2: WMN Only delay measurements with relative valuesenvable to measure due to the restrictions of the
validation system. Measured value 1,5 — 2,5 msstates in theory to around 500 us with 200 us Blote this delay is
for access network only. Aggregation and core frartsdelays needs to be added to traffic whichoishandled locally
within the WMN access network.

KPI 1.3: WMN Only recovery time with Ethernet cable conimmt$ was able to be measured. Ethernet port failure
detection time was noted to be the dominating facdm average 0,45 s failure detection time was suneal, the
protection switching or rerouting time being neiilg in comparison (few us). With radio links, tteggeted hitless
protection switching and ps level of the total ey time inside the WMN system is expected todsehed.

KPI 2.2: In WMN system the throughput gain under varyingaek load situations is achieved through balaneind
optimizing the available transport resources (fpanslink and routes) between the client systemsubing the
developed traffic management (congestion contmdffit balancing and route self-optimization) sclesm All
mechanisms are QoS aware meaning that higher tyrimaffic flows are always favored over lower pity traffic
flows. The implications are that basically any réate or delay constrained traffic can be forwardeith quite
deterministic delay bounds and sustainable QoSugfiranulti-hop WMN networks.

CES
Performance gains in terms of KPIs:

KPI 1.1: CES filters out unwanted traffic before it entene backhaul, therefore the throughput increases. géin

depends on the amount of unwanted traffic and Heal policies. CES also increases the throughpueimpving the

need for relaying packets, which typically is penfied if the operator uses NAT. CES provides theeshamefits as a
NAT but completely removes the relaying and signglbverhead occurring when a NAT is present.

TRILL
Performance gains in terms of KPlIs:

KPI 1.1: Fast and seamless mobility at Ethernet layer baetvedodeB will reduce the amount of packets thatrtee
be buffered or lost during the handover process.

The primary focus of our design is to reduce theré@ated signaling in the transport architectufes such, our DHT
extension to RBridges brings minimal benefits tmtiyhput in the access network. However, RBridgagehseveral
significant throughput benefits over STP-baseddwis that are supported by our extension withoynaadifications.

KPI 1.2: TRILL The reduction in the handover delay and hating the need to utilize require S1 signaling for
interdomain handover will reduce the E-E delay sipackets do not need to be buffered during thelityobrocess.

The end-to-end delay measurements for the KPIsrdkepe the delays we choose for the simulated "Cdngernet”,
"Aggregation - Core", and “STPRoot — Aggregatioiniks. The baseline without any delays on the liisksxpected to
be in the single digit milliseconds or lower.

In the centralized transport architecture, the endnd connection will suffer from all three modegelays on the path,
as public Internet access is through the core métwo the flat transport architecture, public imtet access is moved
to the access network, so the end-to-end connewfibauffer from only Internet related delays.

The testing was performed by taking the averaged60 ping RTT results from the network, using the &$ the source
of the ping, and the End Point as the destinafionthe centralized transport architecture, thkgipasses through the
access, aggregation, and the core networks beforelling through the Internet to the end pointisTiesults in 135ms
of one-way delay, for a round-trip time of approately 270ms. For the flat transport architectusgkets sent and
received by the UE pass through the Access netdiogktly to the public Internet, and to the EndrRor his results in
30ms of one-way delay, for a total round-trip tiofeapproximately 60ms
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KPI 1.3: TRILL is a newly standardized link layer protocahd as such does not provide rapid link failusovery as
part of the standard. TRILL uses a modified 1S-$3fee link state protocol, which is used to resptintink and node
failures in the network.

The IS-IS specification reacts to link failures npaot receiving a message from the neighbor inetlo@nsecutive
heartbeat intervals. At minimum, the specificatidiows the heartbeat transmit interval to be setrt® second, thus the
minimum response time to non-local link failuresypproximately 3 seconds.

Our DHT extension to TRILL responds to link and aeddilures in conjunction with the link state proob operation.
The information content held in TRILL nodes by @HT extension is automatically repaired during Istlte protocol
convergence when TRILL nodes fail.

Bootstrap time of TRILL nodes and our DHT extendgmtikely to be of minor consequence, as forwagdiodes in the
access network rarely break. The typical bootgitzase (ready to receive and transmit user tradfigh RBridge when
powered on is roughly 30 seconds.TRILL OAM and ioy&d link failure detection features in general.

KPI 2.3: By implementing TRILL and our DHT extension in athransport architecture, we bypass the S1 siggali
completely, and keep the mobility signaling in #eess network. Expected value for the handoverydelthis case is
a sum of the normative handover delay and a sigigie milliseconds delay caused by our extensiodating the DHT
location information for the UE, and propagatintpithe necessary entities in the access network.

KPI 2.4: TRILL solution creates signaling load in the netlwarhenever a UE moves between two eNBs. Attachment
to the new eNB generates a signaling message ¢eaguitous ARP message), informing the TRILL/DHdde where
the new eNB is connected, that an end-host hagedrkiehind the node.

The signaling message is intercepted, and locésiod layer 3 addressing) information is updatetiéaccess network
via one (or two) DHT signaling primitive(s)messagesed by our DHT extension. The destination of tipelate
information is the TRILL/DHT server responsible fstoring the information. If the server notices tamge in the
information, (e.g., the location has changed),upéated information is propagated in another DHjha&ling primitive
message to the TRILL/DHT node that the old eNBoisnected to.

After receiving the updated information, the oldBeWill forward all frames received for the UE tcethew eNB, and
in turn update the information on the TRILL/DHT modhat originated the frame with the incorrect taoa
information.

In summary, a handover by a UE causes at minimuonutvicast signaling messages in the access nettypikally at
least three. Additional signaling is also requitedreactively propagate the information to netwoddes that are
communicating with the UE.

Handover delay measurement test case:

The handover delay measurements were performedbinmthe UE in the network between the two eNBmdility
event) in while a stream of ICMP echo packets (pimgre sent from the End Point in the Interneti® WE and back.
The interval of the mobility events was set to Bosels, and 100 mobility events were recorded fahdast. The
performed handover was seamless, i.e., no lostepmakere observed during the mobility event, howepacket
reordering was observed.

The centralized transport architecture modeledsihmilated handover delay as 350ms, with a standavéhtion of

50ms. In addition, the baseline test case addedgesRTT of delay (7Oms with a standard deviatiérvims) to the
handover delay to model the signaling delay relébeithe operation of the S1 protocol between thBshind the Core
network. For our TRILL/DHT extensions, we addedaattlitional delay of 50ms with a standard deviatiéroms to

model link latencies between the two separate Aceetworks where the eNBs are located and the Aggom

network.

The reported average handover delay of the molgirgnts was calculated by collecting the rounditnes of the first
buffered ICMP echo packet, with the average endrt-delay removed from each round-trip time. Dutimg testing,
the Internet End Point was sending ICMP echo packéh an interval of 275ms to the UE in the Accestwvork.

The flat transport architecture tests model theiX@rface to signal handovers directly betweenaN®s, bypassing
the Aggregation and Core network links completélus, in both the baseline, and our TRILL/DHT exiens case,
the handover was modeled by a 85ms delay, witlaredard deviation of 5ms. No additional delays vaatded to the
handover. The reported average handover delayeofmibbility events was calculated as with the céimed transport
architecture, however during the testing, ICMP ephokets were sent with an interval of 80ms fromEmd Point in
the Internet to the UE in the Access Network.

HIP-FEMTO
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This technology improves the initial attachment qgheof femtocell GWs to security GWs, plus, providés
multihoming and mobility management for moving feodll GWs. The security GW remains a centralizedfitr
anchor.

Performance gains in terms of KPIs:

KPI 1.1: It is demonstrated that significant throughpuhgacan be achieved through femtocell deploymegardless
of whether closed-access or open-access is coadidd? multihoming is a promising solution to acfi¢hroughput
increment. Speed of mobile stations has an impacthe throughput as well. We also measure the tfdasfer
throughput of mobile stations with respect to tregieed. We noticed a significant difference irotighput (134.6%
improvement) between the singlehomed and multihoapgtoaches. Moreover, with multihoming a stabteughput
with a less packet drop (178.6% improvement) wesenked. The measurements are obtained over thdersaiions
moving in an average speed of 72kmph.

KPI 2.3: In case of support of multihoming is enabled s$leevice interruption time reduces to the routinglaip of
flow. In case of break-befor-make handovers HIP loas handover signaling latency compared to MIP260%
reduction) due to the fact that the three way haakis defined in HIP enables faster reestablishroérayer 3
associations.

KPI 2.4: In this topic, an approach to reduce the handsiggraling load was proposed and evaluated by mebine
simulations. The other hand, it results faster vecy of the associations upon handover. HIP uppeaieedure defines
three messages and the first one is initiated tlerUE. The average time to generate, send an@gsdhe first update
packet is around 20ms. The first packet itselfvée the new location of the mobile station. Thstfisecond and the
third messages altogether consumes about 628 Wwiiiek is comparatively less compared to mobile iFPK&E. Also,
signaling delegation extension to HIP can immensetiuce the signal load on the network taking dkiersignaling
rights behalf of mobile stations.

KPI 3.1: End to end delay has a significant impact onrda time mobile services such as VolP, VoD ancwidalls.

In fact, it is an aggregated delay that includesigmission delay, propagation delay and procesiifay. Any small
cell technology can contribute to reduce this aggred delay. They can minimize the unnecessarysiohs in

transmission since there are only few subscribemmected to a femtocells or similar small cell atnae. Also, low

probability of congestions is expected since theyndt utilize the same core network infrastructdnee other hand,
processing delay may be reduced at least at tlesacetworks since a femtocell serves only fewillesr's those who
are registered for the services. In that senset@®add delay between the UE and the content caadeed. This topic
measures the round trip time of different protoasith different architectural options defined instlparticular scope
and identify the proposed HIP solution has a sigaift improvement (almost 110%) over MIPV6.

Mobile service core optimization

Gateway Selection

GW selection influences which GW must be selectedafgiven tuneling option/IP connectivity, anchigt restricted to
any tunnelling option. Its usage is appropriateaimy network architecture with multiple GWs. In 3G&Bndard the
following parameters influence the selection: uservice class (APN), area served by S-GW, distheteween S-GW
and eNB (ordered list in DNS response), distandevden PGW and service domain (ordered P-GW lishnDNS
response), load of the GW, topological proximitySsGW and P-GW (knowing from the structure of DN$8ne of the
GWs). The added feature is to consider the follgwparameters as well: load of the transport netwackess network
supported by the GW and the UE. Regarding scena@®dé selection is restricted to S-GW, P-GW selectaecuted
by the MME. In case of IFOM, GW selection is actach before IFOM operations in order to select th\Ww &r the
lifetime of the IFOM connection. In case of MAPCONW selection could be used for selection of secGhd as
well, furthermore to decide where to assign a gilemw.

Performance gains in terms of KPlIs:

KPI 1.4: GW selection algoritm is hence concerned with @i transport utilization and distance reductiomf UE
via S-GW, P-GW. However if a transport link is cested it avoids selecting such GWs that utilize lin&.

KPI 2.2: delay and jitter reduction for different packefsthe UE going through different interfaces towattde GW:
such GW is selected which provides the shortestspgatvards the known interfaces of the UE.

KPI 3.1: such GW is selected that minimizes the averadaydieom the UE to the content towards the différen
interfaces.

Operator managed Wi-Fi
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Operator managed WiFi provides easier user acagb®erization management, new opportunities to affldraffic,
increase in a cheap way indoor coverage, balara@ between 3GPP and non-3GPP RAN and backhaubrietw
provide local breakout to local services, and mdalawkeep the provision of MNO services over Wit&ithe user,
increase E2E user throughput, etc., enables new Md¥ihess cases. At the end of the project thimigae is already
a product offering from several vendors and futwek will be to further develop functionality so\itill be a full-
fledged Access Point in a HetNet solution.

Performance gains in terms of KPIs:

KPI 1.4: As for the prototype it is implemented in a waptt makes it possible for an operator to use itiefitly for
load distribution and load balancing. It opens apputies for better scalability, i.e., it could Ipein adding and
removing gateways when needed, shorter paths bettheeendpoints to meet the real time constrabegter fault
tolerance, improvements in user experience asateeis transmitted through several paths or thrahgtbest, e.g. least
loaded path in terms of QoS, network resource apdtion by the use of multiple interfaces.

KPI 2.1: By using operator managed Wi-Fi, users can getaipr partner services tied to mobile subscripéiso over
WLAN behind RGW, e.g. Spotify, better indoor covggaand Busy Hour throughput in a home network cdagd
considered much better than that of a macro catlithshared between mobile devices in the cell.

From the operators’ point of view, they manage WieFi access point and they can provide personaheotivity
services for devices in residential network. Thay provide better indoor coverage and also offleasdband traffic
from wide area radio network to Wi-Fi.

The traffic evolution estimates done in MEVICO icalie that the traffic at home is 40%, the traffic-tbe-move is
60%, but 25% of that is at workplace . With the iper managed Wi-Fi the operators have the poggibil offload the
mobile based traffic onto a fixed network, eithgrdmabling an easy subscriber handover to/from WirFa default
handover where the terminal automatically selestssavitches to Wi-Fi.

KPI 3.2: this technology also provides offload gains ofecaetwork elements. Firstly, it offloads the mebéccess
network by routing the IP traffic via the fixed meirk to the S/P-GW. In that case the traffic loadhie mobile access
network and backhaul is significantly reduced wite core network traffic load is not affected &t Secondly, IP
traffic may be routed directly to the fixed broaddanetwork and in that case the mobile core netwaific load is
significantly reduced.

DMA with GTP

DMA with GTP improves QoS, IP mobility, session tinnity in EPC containing multiple PGW. The techogy has
gains in scenarios with fast moving UEs.

Performance gains in terms of KPIs:

KPI 1.4: DMA for GTP allows for more flexible GW Selectian core. In articular it allows handling existimgta
connections. This way load distribution could b&iaged more quickly as with standard mechanisms whoak only
when assigning new UE/PDN connections to the ndtwor

The OpenFlow controller has the network wide stafesv of traffic load and is able to load balanciagcordingly.
More optimum selection of the offloading GW canrbade based on the application needs.

KPI 2.2: Selecting combined S-GW/P-GW allows to nearlyf laé core network delay for packet processing what
contributes to better QoS/QoE. Providing P-GW cleanip an application dependent manner allows maiigithe
impact on the user and QoE.

KPI 2.4: Avoiding significant changes and implementatioffor¢é to existing procedures to ensure backwards
compatibility towards network deployments alreadythie field for selection of optimal P-GW locatigpreferably
collocated with the S-GW) in order to have moreiropt routing as the tunnels are terminated morsecko the base
station can be introduced by GTP enhancementsadltfition of new cause values (S11).

KPI 3.1: Provides the possibility to do the GW reselecfionthe existing flows to optimize the routing atedincrease
the usability of localized GWSs. This way the mobiktwork topology can be adapted to the CDN topplégnain use
case is to break out traffic to local content searfor minimal delay.

NB-IFOM

The objective is to implement different flow-levehd-balancing strategies enforced by Network-b&8MIPv6. The
decision and enforcement is flow-level, and theultess that flows are allocated to given UE inteda RAN and
backhaul towards the HA. Consequently NB-IFOM haisigin multi-access scenarios. NB-IFOM is regtdcto UEs
that register to the given HA (during GW selectioi@urrently, without global HA-HA mobility extera, it supports
only centralized mobility management.
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Different load balancing strategies are implementbath specify where a flow is mapped, until thesx@o problem: 1)
round-robin enforcing uniform distribution of SDBsnong available uplinks, 2) least used enforciregrhapping of
traffic to least used RAN and backhaul segmenteddimg current BW on UL, 3) lowest latency depegdin current
latency on UL, 4) overflow which waits while a litdecomes full, does not utilize all accesses.

As the QoS of a flow measured by DPI or a netwatameter provided by network management becomemptuoial,
policy change events are triggered, to realloclates to other accesses. The implementation of tpeseies is still
future work.

Performance gains in terms of KPlIs:
KPI 1.4: this solution explicitly enforces load-balanciwih flow-level granularity.

KPI 2.1: feedback on user’s flows by DPI, and Boliales for service types together could contr@ BCEF (NB-
DSMIPV6).

KPI 2.3: MCoA enables parallel establishment of tunnedsnflUE's given network interface to the HA, wheneaeiP
connection is ready. In case of overlapping RANdand off a flow, the routing policy update mustyobe triggered
in UL and DL direction for the given flows. Paclkesses may happen when routing updates are nbsyvedhronized,
or the overlapping of different RANs is not enouggh resulting in waiting times for IP connectiostablishment.
Comparing DSMIPv6 with DSMIPv6+MCOA in multi-accessenario with overlapping WiFi and 3G RAN, 0% of
flows fulfills less than 300ms HO delay. HowevetlwMCOoA support, 30% of flows has <50ms, 50% ha60nis,
72% has < 150ms, 100% has <300ms service inttérugelay.

KPI 2.4: compared to DSMIPv6, NB-DSMIPv6 reduces the diggaoverhead by 40% if no policy change is reqlire

KPI 3.1: E2E delay between UE and CN is not thetrmptmal in NB-IFOM, IPinIP/IPsec tunnels are aomd to the
HA that is allocated at the P-GW. However, the Istlatency-based flow distribution policy resultsaissigning flows
to the interface with lowest transmission delaydois the HA.

PMIP-RO

The objective of PMIP-RO is to provide better E2BSQand better traffic distribution due to routeimiation in the
network.

KPI 1.1: depending on the location of MAGs and transpettvork connectivity among MAGs and |As, the PMIP-RO
could enhance transport network utilization andease the available capacity.

KPI 3.1: the path between UEs using PMIP is changed fldBWIAG,LMA,MAG,UE] to [UE,MAG,IA,MAG,UE].
The transmission delay of the path depends onl#oement of the 1A, MAG, and IA selection policy.

KPI 3.2: One of the objectives of MPI-RO is to offload th#As. On the other hand, IAs should inherit some
functions from P-GWs (charging, legal interceptietg). Assuming certain transmission delays betwheJE, LMA,
MAGS, |As, the E-E delay reduction can be betwe@&¥ &nd -16.6% (i.e., there are situations wherendralized path
could induce less transmission delay.)

PMIP-NEMO

The objective of PMIP-NEMO is to reduce the sigmglloverhead in the RAN, backhaul and core netvemidk the load
of the PMIP-based mobility management system ie chsietwork mobility scenarios, e.g., for vehicuiatworks.

Performance gains in terms of KPIs:
KPI 2.4: PMIP-NEMO reduces handover signaling by 1 divibgdhe number of UEs attaching to the MR.

UFA-SIP

The objective of UFA-SIP is to improve the scalépibf mobile service layer, in terms of mobilityamagement, traffic
management, network resource awareness and neboattel. It also aims to improve the E2E QoE oflagaions by
re-designing SIP-signaling and QoS enforcementqutoies. The technology is restricted to SIP-bapetications and
SCTP-based applications.

Performance gains in terms of KPIs:

KPI 1.4: Since UFA-SIP realizes the flat architecture scin it can provide the gains in terms of totatwezk load
and CAPEX investments compared to the centraliZze@,E&s given by the CAPEX analysis. The most gaaicthieved
when two UEs are communicating through the same GWAor neighboring UFA GWs because the data trafficids
the core and aggregation transport network. It dépeon the handover decision mechanism implementedurce
UFA GWs, that how the different service data floave handed off among UFA GWs. An UFA GW is genariterms
of RAN type, hence the decision policies can algwost traffic offload through Wi-Fi, etc.
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KPI 2.3: For a SIP-based WoIP call the application handaleday is 80ms based on the number of lost packets
Regarding non-SIP based applications, the spec#ie of applications based on SCTP in the useepias been
considered. In terms of mobility, these applicatiatan be managed either by mobile SCTP protocdlyotJFA.
Therefore, to show UFA benefits, a comparison wittsCTP has been performed. UFA enables a gainrrgrighm
0.4% to 7.8% compared to m-SCTP in terms of dowdgdadata volume in a scenario where 1 to 13 hamdawe
made during 500 seconds.

KPI 2.4: the gain in terms of signaling messages of UFR-&mpared to 802.21 network-controlled HO usingi®M
based handover execution procedure is around 43arsP26.3% for SIP and legacy internet applicatioespectively.

KPI 3.1: by assuming the following transmission delay congnts the E-E delay reduction compared to cenémli
network falls in the interval [66%,-16.6%]. Thersamission delay components are as follows: 1) UEGOV: 30ms, 2)
UE to UFA-GW: 10ms, inter UFA-GW: [0,40] ms.

UFA-HIP

UFA-HIP offers a new IP tunnelling, mobility managent option for distributed or flat EPC architeetuit is
convenient for scenarios where applications requitdorm security, mobility manamgement from thevés layer.
Requires changes in the UEs and existing netwatehts, hence it should be introduced for new sesve.g., when
the MNO provides secure mobile internet servicetfpten for M2M applications. UFA-HIP has the follomg
restriction in terms of usage scenarios: non Hi&bted UES/CNs should not be connected to HIP-edables/CNs
due to security reasons, or if necesseary theratbed security threats should be analyzed.

This technology provides: (1) uniform security oagry access network, (2) seamless service contiitugtase of intra
and inter-GW handovers over heterogenous accessniet, (3) support of legacy application that da maplement
mobility nor security, (4) support of coexistenck IBv4 and IPv6 network segments, transparent f&s land
applications becomes possible due to UFA-HIP GWsbétter traffic distribution in the network, betE2E QoS.

The traffic steering granularity of this technolotgn be flow-, network interface- or user-leveleMalidation scenario
demonstrates the mobility management functionatifythe technology using simulations, and focuses tioa
measurement of HO performance gains.

Performance gains in terms of KPlIs:

KPI 1.4: it is possible to involve different load dimition mechanisms based on current network statuesnw
deciding the candidate UFA-GW for a UFA-HIP awaite.U

KPI 2.1: scenario: overlapping Wi-Fi networks with diffatecapacities. Offload policy: ongoing FTP applicas were
set up to always use the access network with thkelsi bandwidth among the available connectiondevamgoing
\VoIP applications were specified to run on the asagetwork with the lowest number of possible hapdo UFA-HIP
scheme could result in more than 19% average thputggain on the user side over the standard HIFihmming
solution (i.e., over the legacy case where only imterface is chosen for every application basedtatic priority). It
also means significant load reduction on the 3Gvoet elements as bandwidth hungry applications (HTRur
measurements) will be immediately offloaded from &@ess when an alternative radio network with drigiotential
bandwidth appears.

KPI 2.3: The service interruption delay was defined astime elapsed between loosing the connection abitie
Access Point and the UE gets connected to the nesess Point. Measurements show that the servieertption

delay of UFA-HIP is decreased by 72% with respecthie MIPv6 case and by 71% compared to the HIR aas
average

KPI 2.4: The handover related signaling load on the ngtweas measured as the number of required mes$ages
one successful run of the whole handover procedansisting of initialization, preparation and exgoo. We used
PMIP (RFC 5213) as a basis for our comparisons.A-HRP requires an average 55% increase in the nurobe
signaling messages compared to the PMIP case.

KPI 3.1: UFA-HIP provides route optimization between UBsUEs and CNs depending on the distribution of the
UFA-HIP GWs. Depending on the placement of UFA-GWlagt, assuming certain transmission delay valuaisthie
network segments, the delay reduction is betw@&e66 and -16.6% compared to a centralized network.

KPI 3.2: UFA-HIP GWs take the role from P-GW, S-GW in I&nhaection provision. Data traffic of HIP-aware UEs
hence is offloaded from centralized network elerment

HIP-Auth

This technology (HIP DEX-AKA) provides a new optifor IP-level user authentication and key agreempentedure
that could be used by MNOs. It could substitue IREwm untrusted non-3GPP access for IPsec connection
establishment. It also provides a possible option fast initial authentication procedure in UFA-HIP supports
seamless intra-GW IP mobility, and reduces theutaemntication time to new GWSs in case of inter-G@hdhovers.
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HIP-auth is appropriate for scenarios with highdgaurce constrained UEs requiring uniform secusiyvices
independently from the access network. The aimhefualidations was to compare HIP DEX-AKA authesiticn
procedure with IKEv2 EAP-AKA authentication and etimethods, in case of different network topologies

Performance gains in terms of KPIs:

KPI 2.3: HIP DEX-AKA provides 53%, 54% and 52% gains ie tfistributed, flat and centralized reference sgesa
respectively, compared to IKEv2 EAP-AKA in terms afithentication delay. IKEv2 EAP-AKA always hinders
seamless handover for GBR services. HIP DEX-AKArdié-Fi access enables seamless inter-GW (ePDCgdvem
for certain GBR services, i.e., VoD, video streagnimhich have 300 ms Packet Delay Budget (PDB), rmitfor
interactive videos, voice and gaming having less th50, 100 or 50 ms PDBs.

KPI 2.4: The ratio of HIP DEX-AKA and IKEv2 EAP-AKA in tens of the number and total size of messages is 56%
(9:16) and 37% (2054 bytes: 5512 bytes), respdgtivanother important aspect is the number of coninessages
charging the aggregation and core network. HIP D¥R#& requires on average two messages less pertheatication
than IKEv2 EAP-AKA, i.e., it provides 40% gain ingse network segments.

KPI 3.2: In terms of computational requirements, HIP DEKAAhas 88% gain on the UEs, and 98% gain on the GW.
In terms of memory requirements, it has 80% gamthe UE and the GW.

Application-layer optimization

SCTP

The main functionality provided by the session tayaplementation over SCTP is ‘session continuifyhie inherent
support of SCTP for multi-homed endpoints (at eitheboth ends of an association) as well as itsadyc address
reconfiguration extension makes SCTP quite attraas an Internet mobility solution at the transjsyer.

SCTP requires support on the UE or the applicatmo, do not need modifications on the network didean provide
end-to-end anchorless mobility. SCTP performanciedspendent of the architecture selected. It wardgally well

with all the architectures (centralized, distrilsitr flat). SCTP protocol can co-exist with othectnologies as well.
From the operators’ point of view, charging polgigateway selection etc. is out of scope in thigegt. There is one
issue with SCTP which is that, not all firewalltoal SCTP packets through. The firewalls have tarioelified and new
rules have to be added in order to use SCTP prbtoco

Performance gains in terms of KPIs:
KPI1 1.3: SCTP is designed to manage link failure and easgisumption.

The resumption delay in an applicationinitiated session suspension will be equal to the round-trip-time (RTT) between
the client and theserver.

Min(ms) Max(ms) Average(ms) Std.Dev.(ms)
3GResumptiondelay 211,212 308,624 259,976 32,193
Wi-FiResumption
Delay 10,498 27,527 17,317 4,280
3GRTT 205,749 335,571 227,014 23,340
Wi-FiRTT 4,394 85,663 16,635 15,985

Measurement result of session resumption delay in application-initiated suspended session

An optimization is introduced to reduce this restimpdelay. Once the client’s network interfaceoesrs, the session
layer at the client will initiate a newtransporvéd connection with the server. After the new tpors level connection
has beenachieved, the session layer then pushemrsagsumption request to the transport layer.sSdssion
resumption request with a valid session ID is thent to the server.

Interfacer . .
ecoveryd Transportreconnectiondelay(ms) Resumptionproceduredelay(ms) Totaldelay(ms)
elay Min Max Avrg. S.Dew. Min Max Avrg. S.Dev. Min Max Avrg. S.Dew.
30s 36,19 135,62 92,62 39,18 6,35 23,69 11,71 5,13 43,85 159,31 104,33 42,13
60s 36,59 | 144,29 | 81,91 29,97 | 7,51 | 27,71 | 14,65 6,12 | 46,30 | 159,45 96,56 30,74
Measurement result of improved session resumption delay in application-initiated suspended session
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The resumption delay consists of the time requioedstablishing a new transport connection with sbever and the
time duration from sending the session resumptamuest until the session resumption acknowledgesesteived
from the server.

KPI 3.2: As for the other protocols (NMIP and MPTCP), SCd&es not need any anchor point, so it allows to
minimize the number of hop between the end points.

NMIP
Performance gains in terms of KPIs:

KPI 2.1: The use of NMIP allows having fast vertical hamelobetween interfaces and then to maximize thieanudf
gain that have been estimated for ANDSF to 40%.

KPI 2.4: The service interruption delay during the handasecomparable to a RTT duration and its valuarund
150ms.

MPTCP
Performance gains in terms of KPIs:
KPI 1.3: When the use of multi-access is available, tlspaase time to link failure reponse time is negligjias the

other access(es) will be used to manage all theremitation. When the communication will be reessiiadd on the
failed link, the transmission will be done transdly (no visible bootstrap time).

KPI 1.4: MPTCP with its multi-access property allow totdisute the load among the available interface® packet
distribution is done fairly an algorithm is usedaeoid a MPTCP connection to get all the resouafesn interface, it
ensure that it will not get more resources thaswalTCP connection.

KPI 2.1, KPI 2.2: In our experiments, the capacity aggregation wonell when the throughput of the different
interfaces are close enough from each other, thiie case with Wi-Fi and LTE one example: MPTCHR &¥i-Fi:
6.5Mbits/s MPTCP only LTE: 8.5 Mbits/s, MPTCP WHEITE: 10Mbits/s, this is a clear gain but it is mofuivalent to
the theorical maximum (14Mbits/s)

KPI 2.3, KPI 2.4: The use of multi access allows to use the alterfiak to continue the traffic so handover delag a
service interruption delay due to handover areangimore an issue.

KPI 2.5: When a new interface is available a TCP like @mtion is created (3 packets SYN SYN/ACK, ACK) dad
the disconnection there are 4 packets on both @itld, FIN/ACK) this is negligible for a video seesi where
thousands packets may be exchanged.

Distributed caching

Distributed caching improves resource utilizati@ivieen the cache and content server (GWs to I8iRsE2E QoE
for the users. The caches must be placed behin@We at Gi interface or the breakout points. Suggubapplications
depend on the cache-type, performance gains ajbdytdepend on the cache hit rate.

Efficiency of small caches has been confirmed viauation of traces for user requests to YouTuless. As a result,
0.5% of the videos accounted for 32% of the recuastl 10% of the requests were addressed to 0.08%sb popular
videos, which corresponds to around 500 videokertrace.

Performance gains in terms of KPlIs:

KPI 1.1: distributed caching at a local level (e.g., BT#) directly reduce backhaul and transport netwiméd.
KPI 1.2: distributed caching will partly eliminate backhaelay.

KPI 3.1: distributed caching will efficiently and directtgduce E2E delay between user and content.

mP4P

This technology brings QoE improvements for usermecting with P2P applications, furthermore redube network
utilization mainly on the network segment from GWdXPs.

The aim of the validation was to compare ALTO-seided P4P video delivery with normal P2P videtiveéey using
simulations. A toplogy with 3 ISPs in a fixed netWwdias been used containing in total 750 peergm@agiwith random
bandwidth, 30 seeds with 16 MB content, one AppRegamne ALTO server for each ISP.
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Performance gains in terms of KPIs:

KPI 3.1: e2e delay is reduced significantly due to ALT@vse knowing the cost map
KPI 2.2: using the P4P system, Download/upload rate ise®ay two-fold.

KPI 1.4: the inter-ISP traffic reduces significantly frah% to 5%

Seeing these results, one can argue that simgaitsecan be reached in LTE/EPC environments, hewws is future
work.

ALTO
ALTO influences the endpoint selection and loadeskeiting for ALTO-aware applications. It improve®thpatial and

temporal distribution of the traffic demands ofgsbeapplications. Since ALTO server is operatecheyMNO, network
operator aspects, such as network utilization beaoonsidered.

ALTO Cost map and Endpoint costs help in the seleadf Endpoint for the content. ALTO Cost schedelgension
will help application to schedule their connectairtime favorable wrt network usage. ALTO P4P reduater-domain
traffic.

ALTO may have some impact on the UE on the apptinaevel (ALTO client is necessary). On the netwaide
ALTO server is required. It influences the patmirddE to MNO-operated content server.

Performance gains in terms of KPlIs:

KPI 1.1: throughput gain in access and backhaul is anagédr ALTO minimizes the needless use of netwarkslj
controls the utilization of network resources innte of endpoints and time-schedule, hence it pesvibietter
throughput for others.

KPI 1.2: better delay for others due to balanced resautiization of ALTO applications.

KPI 1.4: ALTO provides guidance to select application @oidt with respect to metrics including hop cound gath
bandwidth. Hence it has influence on load distidrubf the backhauk and core transport.

KPI 2.1: ALTO associated with MAPCON influences offloadc@gons, i.e., it chooses endpoint considering [atth
resources. Furthermore, the ALTO server configaratiould consider the same parameters as GW swlecti

KPI: 3.1 minimization of E-E delay between UE and contsrd core objective of ALTO.

BTA

MNOs would like to understand the usage of the ngtvin detail. This technology provides a costaént solution to
get full picture on network usage. The usage vélchtegorized into P2P, Conversational (VolP, IMied chat), Video,
Web browsing. In addition to this the detailed mepavill be displayed for the following applicatiagpes: 1) P2P
protocol type, 2) conversational: application-tyilee Skype, talk, 3) Video: distribution into youie, Facebook,
dailymotion, etc., 4) Web browsing: distributionudgage into URLs. This will enable a network oparad understand
usage to make additional settings on PCRF, pravides efficient campaigns.

Reporting can also be done by DPI, however in ormechieve that, detailed configurations and sgétiare necesseary
in the network. This would require an immense am@d investment and operational costs would bé.hig

Performance gains in terms of KPls:

KPI 1.1: Using BTA, analysis of network usage will enable toperator to prioritize traffic better and deyelo
campaigns to move some traffic such as P2P to msg-bours, hence improving usage distribution ancffect
capacity of the network.

DPI

Deep packet inspection enables to get detailed wiewvaffic flows and their Q0S/QoE, which can lsed as input for
network management and traffic management. It esgiblicy enforcement from low to very high gramitja
Performance gains in terms of KPls:

KPI 1.1: The DPI by itself will not increase the overdiraughput. Rather it is a mechanism that can be tse
increase the throughput of selected applicatiossela by prioritizing their traffic (if the legisiah allows such
prioritization) or reducing the throughput of unided non vital services.

KPI 2.2: E-E QoE sustainment: DPI is a core technologgldssify traffic based on the application type émdheasure
the QoS metrics at the application level. It caogdrovide input for application QoS/QoE measurdameethanisms.
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MPTCP-Pr

MPTCP-PR provides multipath support for TCP-baseglieations without implications on the UE. TCP wlo
splitting/combining functionality could be deployed multi-homed end systems, Femto GWs, MRs in cA&&EMO
scenarios. By offloading some of the TCP traffia \reakouts, the MNQO'’s access and backhaul netwdlikbe
prevented from excessive data traffic. The graitylaf this traffic management solution is underA flow-level.

Performance gains in terms of KPlIs:
KPI1.1: load reduction on specific access and backhaulark parts.

KPI 2.1: Offload gain due to usage of multi-access cajgsciMPTCP-Pr provides additional flexibility foffloading
also for the single-homed scenarios (no multihonfi@agure is necessary for the UEs, ).

KPI 2.2: Capacity aggregation due to multipath, for a #metCP flow.

QoE estimation and traffic manipulation

QoE estimation has no impact on existing netwoeknents. Similar to DPI, it doesn'’t increase theral¢hroughput
or performance. It can be seen as a mechanisntadhabe used to evaluate other optimization teclasiqa improve
their effectiveness with respect to the user’'s Qidtis technique is particularly useful for improgiroverall user
experience when using real-time video streamingda®, for instance, RTSP and RTP protocols.

Performance gains in terms of KPIs:

KPI 1.1: The QoE estimation will not increase the overatbtighput, but it will allow increasing the throughof
selected services. The QoE of selected servicesfiewvestimated and, if there is a low QoE detedte=l priority of this
flow will be increased which leads to a higher tigbput for the specific service flow. The gain hrdughput is
achieved by lowering the throughput of a non-\s&lvice.

KPI 2.2: At a certain set of observation points within tlework, the QoE of specific services (e.g., IPT®uUYube) is
estimated using QoS measures mapped to Qualitgdtaits using fuzzy logic techniques. The QoE edionamethod
used was shown to be highly correlated to bottp#réicipants’ subjective QOE scores as well ahi¢oastimated Mean
opinion Score (MOS) obtained by other techniques, &ideo Quality Model (VQM). VQM measures thergeptual
effects of video impairments, combining them intsirgle metric. The estimation accuracy emphadizesability of
the proposed system to measure the impact of tieorleconditions on the user satisfaction.

In addition to the previous work, YouTube video Qe&imation has also been performed by TCP flowenadion
within the network. Therefore, no access to ther'sisend device or the YouTube server is needed./ACR

timestamps are compared with the video timestamipishnvare contained in the payload of the correspandCP
segment. Out of this comparison the fill level bé tvideo play out buffer is calculated and videall stvents are
identified. To increase the processing speed twaants of the QOE estimation algorithm based oroughput
measurements have been developed.

8.3 Validation Conclusions

The technologies considered can interwork and thlédations results on the different layers showfqremance
improvements in several parts of the network asrite=sd next.

In the RAN-layer, the MNO should prioritize amorg tdecisions made by the different technologiderims of Wi-Fi

hotspot, marco-, micro-, femtocell selection. RAyer technologies are probably the most relevanterms of
bringing gains to the network resource utilizatidthile typically the influence of these technolagis user-level , UE-
network interface level, ANDSF decisions could dtstuence flow mapping to access network basefivatuples.

The technologies proposed in the RAN-layer promowing improvements. With ANDSkip to 40% of the traffic
can be offloaded to WiFi connection. MC(8ovides throughput improvements in the order 6$0175% and
maximum transmission delay is reduced by 15%. TlbiM relayingincrease the throughpt between 2-20% and used
together with WiFi 10% of the traffic can be offtted. Including RSSI-baseat CFA logic to perform HO with WiFi
hotspts can provide increase 15% in the numbeumbarted VoIP flows. The selective admission cdrimgether with
cross-layer interference detecti@®@ONfunctionality and MLBprovide guaranteed QoS for different applications.

The transport layer technologies provide improvetmghat do not interfere with the RAN-layer, mobsgervice
network layer or application. WMIgrovides a througput of up to 1Gbps with a maximdefay of 1.5-2.5ms amd a
failture detection of 0.45s which results in rel@lmechanism to extend the network capacity inatdge. TRILL
provides handover in access network in the ordeflewf ms, thus rducing the overall end to end delbpngoing
connections. A single digit ms is required by TRHIRHT to update the MAC address of the UE after mgwio new
eNodeB, thus reducing signalling and HO delay froamdred of ms to few ms. HIP-FEMT@rovides throughput
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increase in the order of 134.6-178.6% and handatency reduced 200% compared to MIPv6. Other teiciges
such as CEdlistributed PCRRnd_MACEthprovide improvements in the throughput by reducingianted traffic and
optimizing the security and QoS setup.

As soon as traffic steering decisions between pialtaccesses are made by mobile service layeR#&ié-layer and
mobile service layer policies should be harmonizZeldw-level traffic steering is probably needless better load
distribution and offload in he network because RiaMer optimizations, user-level GW selection cahiewe the
objectives related to network utilization efficignenergy consumption etc by these technologies.

On the other hand mobile service network layer netdgies provide good options to enforce subsaiptservice,
application-based traffic steering policies, or mospecific flow types to another access/backhailOg should
prioritize network and user aspects representetthdypolicies that influence RAN-layer optimizaticensd enforce user
SLAs.

The mobile service layer technologies provide tbkofing improvements. UFA-SIRrovides handover reduction
normally in the order of 80ms by 0.4-7.8% compareth-SCTP. Moreover, the gain in signalling complaiee network
controlled HO using PMIP is around 43.75-26.3% BAE delay reduction about 66-16%. UFA-HilBcreases service
interruption during HO an average of 55% and 72% wared to PMIP. It also provides route optimizatitinus
reducing the E-E delay between 66.6-16.6%. HIP-Aurtbvices 52-54% gains in authentication delay camag to
IKEv2. Moreover, gain of 40% in reduction of messagompared to IKEv2 in addition to 80% gain in roem
requirements. Other technologies such PMIP-NEN®IIP-RQ NB-IFOM, DMA with GTP, Gateway Selectioand
network managed WiFprovide improvements in the area of load balanang traffic offload that improves the
resource allocation, QoS and traffic distribution.

Finally application layer technologies provide optiations described as follows which then complentea above
listed technologies integrated in several parthefetwork and at different layers.

SCTPcontrary to other protocols such as NMIP and MPT8mot need anchor points so mobility is optimizZgi¥iP
provides optimized service interruption of 150msPMCP provides improved aggregated throughput with rpleti
interfaces so MTCP with Wi-Fi provides a throughpfu6.5Mbits/s, MPTCP with only LTE provides 8.5 M#'s
throughtpu but MPTCP Wi-Fi+LTE provides a throughpfi 10Mbits/s (close to the 14Mbs theoretical tigbput).
Distributed caching shows improvement in servingtent as the results show that 0.5% of the videowuts for 32%
of the requets. mP4Bhows improvements in the reduction of ISP to t&ffic by 40-5%._ ALTOtogether with
MAPCON minimize the E-E delay and optimize the a@dfl decisions considering path and resources. MRICP-
provides load reduction on certain part of the wekwand improves the capacity aggregation due ¢ontutipath
support for TCP flows. BTA, DPI, QoE estimatiand traffic manipulation improve the knowledgetlué network and
the performance bottlenecks, thus improving in slkeéection of other technologies to overcome tralfiads and
increase the overall QoE.

Summarizing, the technologies analyzed in MEVICOvde performance improvements according to thedi«PIs.
A remaining issue is to analyze deeper the intekimgr of the policies that influence the access oetwselection,
handover, admission control, traffic steering. Twposed architecture includes several technologiils their
corresponding performance improvements. Howevdwyar& manufacturers and operators would decideuttimate
architecture based on the specific needs and estjimiprovements on selected parts of the end toresimle network.
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9 Conclusion

The digital lifestyle goes mainstream and mobilesoiband traffic volume increase is inevitable drefuture network
architecture evolution has to be optimized to coewth this situation. Moreover, the evolving techogies in
connectivity, end devices User Interfaces, andweat applications such as Video on Demand, Multim&treaming,
Home networking, Remote Monitoring, Tele-Health an@M applications will change the traffic patteras they are
known today. Therefore, mobile networks have tgpsupnot only rapid traffic demand but also vanatin the traffic
profiles. In order to manage the increased traffid new applications with new requirements, LTE-E&€hnologies
have adopted an all-IP architecture that integratesore distributed management and QoS strategy. arbhitecture
simplifies the network stack, but can make thecedfit operability more complex. Operators seek uocessfully
deliver robust rich media data, voice and videosises. There is a need to measure and assure Qt iall-IP
network. This requires not only proper planning aetiwork engineering, but also a system that isisgboptimized
and designed to handle future mobile data demandABEVICO project the target was to specify a networodel

optimized to maximize the end-user mobile broadbamgerience and ensure efficient congestion-fremvar&

performance.

This MEVICO architecture document firstly descriltbe problem statement that mobile networks witlefan the
future. The challenges and requirements for thé geweration of mobile networks are identified. Thallenges are
mapped into different KPIs. Secondly, MEVICO proges set of selected technologies to address Kfekse Thirdly,
MEVICO architecture approaches describe how theskriblogies are planned to be deployed in the cuEeolved
Packet Core (EPC) network and how they could coaipeto provide efficient architecture evolutiorindly, the
coexistence issues during the deployment of tHerdifit technologies are indicated.

Operator’s choice for future business strategy teathnology approach especially in terms of mixtafesvolution

opportunities for operator’s current technologye&ssaind choice of new technologies is a challentasg. For each
operator the choice is different. The validatiosules in section 8 show there are indeed many pitiisis to consider
on the main layers of an architecture, namely RAet optimization, Transport layer optimization, ibile service

core optimization and Application level optimizatidor instance in terms of performance improvenfent particular
technology of a choice.

Technologies for RAN layer optimization can infleenradio access network selection with user-levahgjarity, and
include RAN-layer traffic management, network masragnt. These technologies determine 3GPP cellFi\Wbtspot
selection for the UE’s network interfaces, hencénoige RAN and backhaul network resource utilizatio

Technologies for Transport-layer optimization caxpiove the transport network layer’s capacity, @éase the transport
connectivity possibilities, provide capacity impesuents, fault-tolerant transport. Distributed ppla@ontrol enables
MNO-controlled traffic shaping and QoS enforcememnthe transport network layer even in case ofritisted/flat
EPC architecture. Transport-layer technologies ceddeployment, operation and maintenance costsraesferred
traffic volume. As Ethernet is the emerging teclggl in the backhaul access part, TRILL providesraiimobility
management for UE’s moving between different eNade&spots/base stations. Among other benefits;FHERITO
could manage IP mobility of moving femtocells/Witkbtspots with cell/MR level granularity of traffsteering.

Technologies for Mobile service core optimizatioancinfluence UE interface selection, GW selectitre path
between UE/MR and GW by route optimization. Thesehhologies assign traffic flows to a given UE ratw
interface on IP-level. Part of them provide IP-lelkkandover execution for the UE/MR. The trafficesiag to new
interface can be user or flow level at these teldyies. Gateway selection algorithm determinesatier end of the
path; it works on user-level and is restricted tG&W, P-GW selection. The optimal placement of nplétiS-GW/P-
GWs is influenced by many factors such as demaanftictrmatrix, breakout possibilities given by traost network
layer and tunnelling options, content location {es; CDN). The CAPEX/OPEX analysis described intigec?

indicates which topology is the best to use.

Technologies for Application-level optimization cprovide traffic/mobility management functional&ien application-
level. The traffic treatment granularity of the haologies in this group is flow-level, they aretrieted to specific
transport-layer protocol or application type.
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All technologies this technologies described abasgepart of the MEVICO architecture support all thiéferent
topology options. Howerver, following are some tealogies that need to be considered by the opebaised
on their specific needs

- UFA-HIP, UFA-SIP, DMA with GTP, Gateway selectiteéchnologies are based on the assumptions that the
are multiple GWs. The UFA technologies were oritfindesigned and validated in flat architectureiops. If
the techno-economical results indicate the disteithor centralized architecture options to be thwestncost
efficient, they also might work in a distributed @entralized architecture without bringing thefpemnance
gains in terms of better load distribution in thensport and core network.

- NB-IFOM is a centralized mobility management sioin keeping the user plane anchored to the horeetaty
enforces load balancing strategies in backhaul satgrand implements network-controlled accessfater
selection based on the fivetuple containing soarmkdestination IP addresses, and transport pricigum

- PMIP-RO and PMIP-NEMOprotocols could support calited and distributed architecture options, tnet t
LMA is centralized, and the performance gains imteof path reduction, load distribution (in cage*MIP-
RO) depend on the area coverd by LMA and the MAgridhiution.

- Distributed caching is meaningful in distributetitecture option only.

The results of the CAPEX/OPEX analysis shown irtieac 7.4 indicate that the ratio of network equéntitransport
capacity cost determines what would be the predearehitecture topology. The results indicate that technology
evolution that commoditizes either the network edats capacity or the transport network will affélse above
mentioned ratio, thus being decisive in identifythg optimal topology.

For the MNO, with the legacy network implementelde tdeployment cost/effort of the new technology hmige

requiring quite significant improvement in the mgrhance and benefits, in order to have enoughnatato deploy the
technology. Also the general industry acceptanaktha possibly needed UE vendor commitment aresieduio make
the technology attractive. Standardization in th@ustry forums (like 3GPP) is the way to ensure dcbmmitments
from the key players.

Overall, MEVICO work did not identify clear bottleoks in the LTE architecture, but there are neeushigh
scalability and flexibility of the network capalbiéis due to potentially quickly evolving demand.tierk needs to
adapt and optimize itself to meet the changing s@édubscribers, the services they use and thatipeal state of the
network itself. Network shall become continuouslyase of user traffic demands and the network resgsuthat are
available to serve those demands dynamically. Timymoved architectural optimizations (both witlspect to CAPEX
and OPEX) have to be identified in order to ensheesustainability of future mobile networks.

There are certain challenges pointed out in therskte GW distribution, like economical sustainiépibnd created
complexity compared to potential benefits. For fa&ure network capability enhancements some newvawp
networking trends might be reasonable to consiolefuirther study.

Mobile networks are constructed with utilization Bf and networking technologies. Both technologgaar are
currently experiencing fast transformation, maidbe to virtualization. Clouds are changing the waffware systems
are deployed and managed, and network virtualimatinables dynamic provisioning of virtual netwolices to

different users of the network. One promising solutto this dilemma is to apply software definedwwking, or

programmatic control of network resources, to detmthe innovation cycles in software and hardveystems.

The advent of mobile ubiquity is pushing the growthraffic to unforeseeable levels. To obtain airgtble true mobile
broadband, the increase of revenue needs to falk@aincrease of traffic since, if it does not,rihtbe user experience
will be negatively impacted. LTE brings the meansobtain bigger, smarter and cheaper pipes, cheagt@rork
operation and high performance; but needs haveratis introduce new service and revenue modelsitibegrate
service differentiation, cost and optimizationstualization, energy efficiency and self organizimeworks.

On one hand , Cloud Computing (CC) is being adopte@nterprise IT systems to achieve virtualizatmhIT
infrastructure to optimize resources through shggrioutsourcing operation and service architectioesbtain the
necessary CAPEX/OPEX improvements. On the othed h&fE flat network architectures variants and roatw
convergence scenarios proposed in the MEVICO ptrajeed to be introduced to obtain the required awpments in
mobile communications. Network virtualization, C&ftware Defined Networking, as well as other tedbgies, need
to be studied and developed for achieving the rite@e QoE and the CAPEX/OPEX improvements.

In all, security, flexibility, maintainability, irroperability, performance, scaling issues stilch&o be further addressed
before widespread use of these technologies isipes® common solution based on carrier grade QT altow
achieving complete convergence that better integrtte telecom and IT worlds to obtain the beneéitsh can offer.

Version: 1.3 Page 84 (85)



MEVICO D1.4

The use of CC in telecom networks

The different NE and functions used to run onlydemicated servers. The elimination of hierarchiegtiwork layers
(flat architectures) allows using generic servawstimg the network functions and locating themHa tloud so that
they can be dynamically created, allocated, dezatkd, moved and removed from virtual machiness Wiil bring
several benefits that include scaling telecom ses/on demand, improving reliability and availdapiind thus make
the use of the telecommunication infrastructureevedficient.

The use of telecom networks in CC

Cloud computing usually requires large amounts micessing power, storage and bandwidth. Managimgeth
resources becomes critical to support the promigedity and service mobility to the users. Furtherey many future

cloud devices will be wireless, requiring ubiquiokigh speed, wireless internet support that cast mifectively be

provided by mobile networks.

CC will have a big impact on telecom networks duéncreased demand for traffic but also, for insmaking it
necessary to define new business models that déalSkA responsibility and assure the migrationcofrent data
centres.

The introduction of new services and technologise has high impact on networks due to the incik@senplexity
that is required to manage them. This implies tkednto introduce new techniques that allow autorgathe
deployment, optimisation and operation of netwoikual or non-virtual resources and services. 8gifimising
Networks, Software Defined Networking are expectecbecome key elements that allow shaping and niagag
bandwidth, fine grained interaction with applicatoto deliver the quality of service required bystomers. These
require the introduction of technologies that pdevihe capability to recognize different traffiols, such as deep
packet inspection, service steering, and intelligeaffic control to dynamically monitor and contsessions on a per-
subscriber/per-flow basis.

Power consumption in the networks has not beenideresi in MEVICO but will be a main requirement fiture
network solutions, we need to add comments inrggpect to the different architectures and teclgietif only as a
reference to conclusions and findings in othergmety e.g. EARTH [9] and DC2F .
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