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Executive Summary  

This document describes the validation plans and results of traffic management solutions 
proposed in MEVICO. For each plan there is a description of objectives, validation scenarios, 
validation tools, expected results, results, applicability of the results and partners involved. The 
sections on validation objectives collect the claimed challenges resolved by the particular 
technology, and the key performance indicators (KPIs). Validation scenarios describe the test 
cases where the technologies show their benefits, furthermore any important issues on the 
planned test cases. The sections on validation tools describe the validation environments. 

The proposed solutions cover three traffic management areas, and one network planning area: 

 microscopic traffic management 

o traffic classification with deep-packet inspection and bulk traffic analysis 

o traffic modeling for better demand estimation: traffic variability analysis 

o passive, network-side QoE estimation of video traffic 

o capacity aggregation and load balancing for TCP traffic using proxy-based 
MTCP  

 macroscopic traffic management 

o Load balancing using network-based IFOM 

o ALTO assisted Connection Management in EPS 

mailto:lukasz.budzisz@tu-berlin.de
mailto:wiethoel@tkn.tu-berlin.de
mailto:marcus.eckert@s2003.tu-chemnitz.de
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mailto:thomas.bauschert@etit.tu-chemnitz.de
mailto:ahmetserdar.tan@turktelekom.com.tr
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o evaluation of novel multi-criteria cell selection methods in hierachical cellular 
network with extended criteria set 

o selection of HO candidates in Wi-Fi hotspots for better offload 

o enhanced Gateway selection for better load distribution in the network 

 Improved resource selection 

o performance evaluation of mobile P4P assisted P2P traffic 

 Network planning issues 

o Evaluation of different GW placement strategies 
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1. Introduction  

This document describes the validation plans of WP4. The goal of validations is to demonstrate 
with simulations and/or proof-of-concept systems the feasibility and the significance of the 
achieved results. The document describes for each validation topic the objective of the 
validation, the selected test scenarios, the applied tools and test environment, the expected 
results, and the involved partners. 

Work Package 4 focuses on the traffic engineering (TE) architecture of future EPC architecture. 
The main objective of traffic management is to improve quality of experience for the user and to 
enable efficient usage of infrastructure and IT resources. Document ñIR4.1.1b Traffic 
descriptionò contains the specification of reasonable traffic metrics and traffic classes as well as 
the estimation of the traffic demand for the targeted study period 2008 - 2020. This is used as 
basis for the validation of the performance of traffic management mechanisms.  

The main building blocks of traffic engineering have been identified in ñD4.2.1 Traffic 
management building blocks in next generation mobile telecommunication systemsò. From the 
five basic blocks three require support from the core network side, i.e., micro-, macroscopic 
traffic management and improved resource selection and caching. The research contributions 
and validation plans cover mechanisms under these categories.  

The main challenges in microscopic TE are to design well scalable traffic classification 
algorithms that will help to understand traffic demands and usage patterns without the need of 
deep packet inspection. The network must guarantee appropriate end-to-end QoE for users 
through different mappings between the virtual EPS bearer QoS class identifiers and the real 
QoS classes implemented in the LTE and the transport network technologies. Furthermore, 
multipath communication must be supported to improve QoE of the use, but fairness between 
different flows on the network must also be kept.  

The most important requirement in macroscopic TE is that traffic steering along alternative 
paths must take into account transport resources on the whole routing path between the UE and 
PDN GW and not only radio resources.  

The main challenge under improved resource selection and caching is that the EPC architecture 
should support Application Layer Traffic Optimization (ALTO) functions, detect and recover from 
unfavourable resource/cache selection. 

1.1. Microscopic traffic management 

1.1.1. Performance evaluation and functional validation of traffic 
identification and classification using deep packet inspection 
techniques 

1.1.1.1. Objectives 

The objectives of this validation topic are to evaluate the performance and functional aspects of 
traffic identification and classification using DPI techniques. Traffic identification and 
classification is a required component in many traffic management and monitoring tasks. The 
validation consists in measuring the accuracy and correctness of the traffic identification 
techniques of network flows. More precisely, this can be done by measuring and analyzing the 
following functional KPIs: 

Completeness of application classification is the ratio of the application detection count over 
the expected detection count. It may be more than 100%. Low detection completeness indicates 
many false negatives. A false negative is the inability to classify a flow of application.  

Accuracy of application classification measures how correct the detection technique is. It is the 
ratio of the number of correct detections over the detection count. It may not be more than 
100%. The lack of accuracy leads to false positives; that is, the classification of application B as 
being application A. The higher the false positives are, the lower the accuracy is. 

Traffic identification and classification is resource consuming; the performance of the 
classification is critical when we consider high speed data links. Several techniques can be 
used to increase the performance of the classification. The following metrics can be used for the 
performance evaluation: 

Speed of application classification measures the number of packets/data volume required 
before successfully classifying a traffic flow.   
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1.1.1.2. Validation scenarios 

In the validations, we will first consider trace files of self generated traffic for a controlled 
evaluation. In a second evaluation phase, if possible we will use trace files from a real live 
network environment. The collected trace files will contain a diverse application mix in order to 
widen the scope of the application classification mechanisms. Most importantly, Video 
applications, P2P applications and Social networking traffic will be considered.  

1.1.1.3. Validation tools 

The validation tool will be a proof-of-concept DPI probe developed by Montimage. This tool will 
run under both Linux and Windows operating systems. It will perform traffic analysis, 
identification and classification. In the first phase, the tool will be applied without any 
optimization. In the second phase, we will check the performance of the classification with 
different optimization techniques. Finally, if possible, we will test the tool on a live network. 

1.1.1.4. Expected results 

The validation is expected to show that traffic classification using DPI has a good level of 
completeness and accuracy, and can be optimized using simple mechanisms in order to 
increase its speed and rate. On the other hand, we expect that encrypted and obfuscated traffic 
are harder to identify. The results of this validation can be seen as complementary with the bulk 
traffic analysis (see section 1.1.2).  

1.1.1.5. Results 

The validation consisted on collecting a number of traffic trace files (by Ericsson Turkey) and analysing 

them using the proof-of-concept DPI probe. The traffic trace files were collected on PC machines 

connected to the fixed Internet by running the applications of interests (set of P2P applications, Web 

video, Skype) and recording the traffic activity. Additionally, a number of trace files with mobile traffic 

generated using smartphones connected through WIFI to the internet where analyzed. The objective was 

to measure the KPIs defined in section 1.1.1.1.  

 

In order to measure the completeness of the classification, we should know the expected classification 

results of the trace files. This was possible due to the fact we relatively knew what each trace file 

contained. Table 4.1 presents an overview of the application classification results; it show that the 

classification accuracy is relatively high reaching around 96% of the traffic data in terms of volume and 

number of packets. However, the accuracy in terms of number of flows is lower (82%). This result was 

expected as the trace files were captured on a local network, where the broadcast signalling (using UDP) 

is relatively high. Only 0.74% of TCP flows were left unclassified. Among the unclassified flows (TCP 

and UDP flows) only 5% has more than 10 packets. Table 4.2 provides the distribution of unclassified 

flows based on the number of packets. It shows that the majority of these flows contain few packets. 

While analysing the unclassified flows, we noticed that some of them were already initiated when the 

network sniffing was started. These cold start flows account for 62% of the data volume of unclassified 

flows though there number accounts for only 0.34% of the total flows number.  

  

Table 1.1.1: Overview of the application classification results 

 Flows Number Packets Count Bytes Count 

Total 30513 2733347 1916196927 

Total Classified 25081 2622685 1839604663 

Total Classified (%) 82.2% 95.95% 96.00% 

Total Unkown 227 99657 75449273 

Total Unkown (%) 0.74% 3.64% 3.93% 

Total  Unclassified  

(Unknown + UDP) 5432 110662 76592264 

Total Unclassified (%) 

(Unkown + UDP) 17.8% 4.04% 3.99% 

 

 

Table 1.1.2: Distribution of unclassified flows based on the number of packets 

Packets 

Distribution 

Flows 

Number 

Bytes Count Flows Number 

(Cold Start) 

Bytes Count 

(Cold Start) 

2 <= Packets 4751 0.67 MB 0 0 
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[3 : 10] Packets 423 0.34 MB 0 0 

[11 : 100] Packets 213 0.92 MB 2 5.2 KB 

100 + Packets 60 235.2 MB 17 147.7 MB 

 5447 237.15 MB 19 (0.34 %) 147.7 MB 

(62.25 %) 

 

 

Table 1.1.3: Sample of classified applications 

Application Name Flows Number Packets Count Bytes Count 

Bittorrent 15459 1371049 1198970278 

Skype 1370 617276 251476274 

https 301 376751 181093125 

http 4646 103548 82374039 

Youtube 44 83611 79238629 

Unknown 227 99657 75449273 

Gnutella 206 16073 12545929 

Dailymotion 20 11429 10789797 

udp 5205 11005 1142991 

Facebook 16 306 171212 

Twitter 15 178 74266 

 

As the number of Internet protocols and applications is high, the objective of the classification was not to 

identify each individual protocol/application; rather, we analyzed the popularity of the 

protocols/applications, identified the top ranked ones and included them in the classification engine. This 

explains the difference between the classification of WEB sites/applications like Facebook or Twitter and 

sites of lower popularity that were identified as HTTP traffic (see Table 4.3).   
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Figure 1: Distribution of the classified flows with the classification speed 

Figure 1 illustrates the classification speed of the DPI probe. It considers the number of data 
packets required for classifying a flow. We can see that for about 80% of the flows, the 
classification requires a maximum of four packets. Only 4% of the flows require more than 6 
data packets to get classified. This result is interesting as if shows that the classification speed 
is high. We should also mention that the considered trace files where mainly P2P and VoIP 
applications that use diverse techniques of encryption and obfuscation. For HTTP based traffic 
that accounts for the lion share of the mobile as well as Internet traffic, the classification speed 
is rather very high as it requires one or two data packets.  

1.1.1.6. Applicability of the results 

Application identification and classification can be integrated in EPC element nodes when 
appropriate (e.g. for nodes performing application based traffic engineering). Additionally, it can 
be applied on mobile user traffic data in order to obtain deep insights on the traffic and usage 
trends. Finally, traffic identification and classification is a key block in network and traffic 
monitoring. 
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1.1.1.7. Partners involved 

Montimage is the only partner involved in this validation. However, due to the complementarities 
with traffic identification using bulk analysis methods, Ericsson Turkey collaborated on this topic 
by providing the traffic trace files and through a big number of collaboration workshops. 

 

1.1.2. Performance evaluation and functional validation of traffic 
identification and classification using bulk traffic analysis 

1.1.2.1. Objectives 

The objective of bulk traffic analysis is to generate a map of the network data utilization. 

Deep Packet Inspection tools in network operators investigate the payload and can determine 
the exact application type such as Skype, Youtube, Dailymotion, Google+, etc. Please see 
Figure 2. This may be required due to many reasons such as the operatorôs pricing strategy, 
campaigns or regulations. That is, these tools are mainly utilized for policy enforcement in real-
time. However trying to map all the network traffic via real-time DPI would be extremely costly 
and many times unnecessary.  
 

 
 

Figure 2: Illustration of how DPI classifies network traffic 
 
For example, in case there is no specific restriction required, or any pricing strategy, there is no 
reason to identify whether a VoIP application is Skype or Google talk, however in order to 
satisfy QoS/QoE requirements and manage network efficiently, determining the family of 
application ï that the application is VoIP- is very beneficial.. 
Ericsson Turkey has worked on a statistical method of classification. This method aims to draw 
a map of the network traffic, that is, to classify the total usage according to varying time into 
several classes. The initial idea of classes were: 

 Videostreaming 

 VoIP 

 Instant Messaging 

 P2P filesharing 

 Web surfing 

 Gaming, and  

 M2M 
 

This has been modified and finalized as: 

 Video streaming 

 P2P 

 Conversational (contains IM, VoIP and video chat) 

 Web 

 Gaming, and  

 M2M 
 

The main reason for grouping IM, VoIP and Video Chat in one class as conversational is that, 
the success of the statistical method in distinguishing the three was not acceptable.  Merging 
these can be acceptable since the amount of packet flow is not as much as Video streaming 
and these three are similar in requirements and sufficiently different from the other classes. 
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This idea of mapping is illustrated in Figure 3. 
 

 
 

Figure 3: Bulk data analysis aims to bring out the distributions of applications in the 
MNO. 

 
The initial aim is to get a mirror copy of data traffic going over the network for a period of time 
like one hour in a set pattern such as: 

 Weekday work hour 

 Weekday after work hour 

 Weekday night 

 Weekend daytime 

 Weekend evening 

 Weekend night 

and get a map of the network as in Figure 4. In case there are enough many such intervals, 
variation of usage during the week can be observed and the distribution of traffic into different 
applications can be observed. 

This can be utilized to set QoS parameters according to distribution and the prioritization of the 
network operator. A very important concern which can be addressed by such a statistical 
solution is the subscriber privacy in the network. The amount of information gathered about 
usage would not disturb the end users. 

Another aim could be to classify users according to the applications and times they utilize the 
network and make proper campaigns to customers in order to make better use of the limited 
bandwidth. 

In case this method can be improved so that it can run in real-time, it can be run on the flows 
where dpi is not running on and help network utilization in real-time and more importantly it may 
help network neutrality as well. The current progress does not allow real-time usage. 

 

Mon Sat Fri Tue Wed Thu Sun 

 
Figure 4: Weekly distribution of network data traffic into applications. 

 

 

1.1.2.2. Validation scenarios 

1.1.2.2.1. Scenario 1 

Traffic streams for the following traffic types have been generated utilizing own computers: 
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1. Video streaming 

2. P2P (encrypted and not encrypted) 

3. Video chat 

4. VoIP 

5. Instant messaging 

6. Web Surfing 

 

These samples have been fed into Montimage DPI tool and some of the results have been used 
for training the algorithm and the rest have been used for testing the algorithm. 

 

1.1.2.2.2. Scenario 2 

Video Streaming, P2P (encrypted and not encrypted), VoIP, Web Surfing traffic have been 
generated utilizing a single MSISDN at the AVEA test lab and mirroring has been done using 
the Gi interface. These application types have been generated consecutively for easy validation 
purposes. 

The samples have been fed to dpi, however the results were not much meaningful. The reason 
was initially an algorithm with no training was being used. However when this was replaced with 
an algorithm which requires training, this Scenario ended up having very few samples. Scenario 
4 took more effort, however results were more meaningful. 

The architecture being used for Scenarios 2, 3 and 4 are as follows. In LTE networks, Bulk 
Analysis tool can be directly placed in the P-GW with almost no change in functionality. 

 

 

 

1.1.2.2.3. Scenario 3 

Video Streaming, P2P (encrypted and not encrypted), VoIP, Web Surfing traffic have been 
generated utilizing a two MSISDNs at the AVEA test lab and mirroring has been done using the 
Gi interface. In this test data, the applications have been utilized concurrently. 

The samples have been fed to dpi, however the results were not much meaningful. The reason 
was initially an algorithm with no training was being used. However when this was replaced with 
an algorithm which requires training, this Scenario ended up having very few samples. Scenario 
4 took more effort, however results were more meaningful.  

1.1.2.2.4. Scenario 4 

Live network data, that is, internet traffic of subscribers has been collected from AVEA and this 
has been fed to dpi and bulk analysis tool and results have been compared. 

M2M traffic is not currently available in networks. Therefore we have not been able to validate 
the success rate for this type of traffic. 

 

1.1.2.3. Expected results 

 

We expect that the result of the comparison table will be as follows: 

Flow ID Source IP Destination IP DPI class Bulk Analysis Class 

SGSN GGSN 

Bulk 
analysis  

tool 

 

      internet 
Gi 

Mirror of Gi  
interface 

Radio 
Access  

Network 

PCEF 
Gi 

PCRF 

Gx Gx 

Figure 1 ï Architecture for bulk analysis. 
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1.1.2.4. Results 

Firstly we would like to mention the results for Scenario 1 in Section 1.1.2.2.1. 

The work conducted during the statistical tool was basically working on a method to classify the 
flows from basic packet statistics. The particular features used were the packet size and packet 
direction. 

Below figures are screen shots of the tool for the statistical classification algorithm. 

 

Figure 5 is the display where the information on the input files and the algorithm parameters can 
be seen. 

 

 

 

Figure 6 shows the statistics of the training and test samples. Some application types have 
numerous flows in terms of percentage of flows, however their percentage in the total size of the 
files may be less. This is very normal, for example P2P applications generate a lot of small 
sized flows, however this does not reflect on the byte size. Correct classification of large 
dimensioned flows is much more important than classification of small sized flows. From the 
figure, we can see that Conversational traffic held the major portion both in the training data and 
in the test data. Video traffic holds the second major portion. Since this was generated by our 
sample captures, this will unlikely represent the distribution in a real network. 

 

 

1 IP address 1 .. youtube Video streaming 

2 IP address 2 .. skype VoIP 

3 IP address 3 .. bittorrent P2P 

4 .. .. facebook Web Surfing 

5 .. ..   

6 .. ..   

 

Figure 5 
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Figure 6 

 

Below figures, Figure 7 and Figure 8 show the classification success rate of the algorithm on the 
test set after being trained by the training data.  

Confusion matrix signifies the distribution of test application types onto classes by the algorithm. 
The more the diagonals are full, the better the results. Off diagonals represent 
misclassifications. Results have been provided both flow count based and megabyte based. 
Video and P2P seem to be highly successful. Even the megabyte based success rate is quite 
high for conversational. However there is more work to be done so that tests can be done with 
improving the training set. The training set and test set both had torrent protocol in abundance 
compared to the other protocols. Similarly Conversational class had more Skype samples than 
other application types. Improving the training set will improve the results and is an effort that 
has to be periodically spent so as to keep the algorithm up-to-date.  
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Figure 7 

 

 

Figure 8 
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Scenario 4 Results: Since the data was collected from live network, it is worthwhile to talk about 
Section 1.1.2.2.4 Scenario 4 results. 

In this scenario, our groundtruth labels were not the same labels as in the previous scenario. In 
the previous scenario, our groundtruth was generated by Montimage DPI and therefore our 
labels were more QoS requirement based. However in Scenario 4, there was privacy concerns 
for the end subscriber and therefore IPOQUE open source DPI was used for identification of 
applications. This changed the label set quite a bit, however general idea is that the algorithm 
can be trained with any set of labels. Actually we had two algorithms, one of them based on 
Dirichlet Process Mixture Markov Model (DPM) and the other one is K-Nearest Neighbors 
(KNN). 

In Figure 9, the results of analysis for training set size versus classification accuracy have been 
provided. We see that the performance indeed sharply increases after observation of a 
reasonable amount of flows and then levels off. The jitter in the graphs is due to the particular 
random permutation of the data. To average out the effect of a random permutation we 
repeated this procedure for 20 different permutations and averaged the results. In Figure 10, we 
show the results of this experiment for the KNN classifier. The thick lines denote the average 
performance of 20 different permutations and the thin dotted lines show the 3ů error bars of the 
performance. We observe that there are indeed some particularly good cases and bad cases of 
training data. In any event, on automatic DPI labels, a byte classification performance of about 
90% seems to be easily achievable. The important point is that, with enough data one may 
expect to see a better performance from the DPM model as well. 

 

 

Figure 9 The effect of training set size on test performance (DPM classifier) 
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Figure 10 The effect of training set size on test performance (KNN classifier) 

 

1.1.2.5. Applicability of the results 

This algorithm can be implemented over P-GW or a separate box for LTE networks. However it 
needs to be enhanced. Even though there was a various number of application types for each 
class, this can still be enriched. Currently the algorithm is most successful in correctly 
classifying the Video class. 

 

1.1.2.5.1. A very useful byproduct 

 

During the course of the research project, due to close collaboration with Montimage, we 
produced a rather useful byproduct. This is the Broadband Reporting Tool. It is a reporting tool 
based on network captures and their DPI outputs. Some of the reporting tool outputs can be 
seen in the following screenshots: 
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Figure 11 

 

 

Figure 12 
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Figure 13 

 

The Broadband Reporting Tool can be readily deployed at network operators for benefiring the 
marketing departments and network dimensioning people. 

 

1.1.2.6. Partners involved 

Ericsson Turkey: Statistical analysis algorithm developed and application based samples 
collected for algorithm training. Worked on anonymization of Avea data and performed tests at 
Avea test platform prior to getting live samples from Avea network. 

Avea:  Deployed server and arranged server for mirroring of live network traffic. Traffic has been 
mirrored over the Gi interface for a total of ten hours within one week. 

Montimage: Provided required output format for the capture samples of various applications by 
passing through Montimage DPI. Also visited Turkey for holding workshops. 

 

 

1.1.3. Peformance evaluation of network-based application QoE 
measurement and application traffic flow manipulation Framework 
ISAAR 

1.1.3.1. Objectives 

The objective is to evaluate the network-based application QoE measurement and traffic flow 
manipulation system called ISAAR (Internet Service quality Assessment and Automatic 
Reaction). By this Framework, applications get just the transmission parameters required for 
sufficient QoE. Alternatively low prio traffic might be throtteled, yielding a better throughput for 
high prio traffic. Also it is possible to change the prio of observed traffic flows. 

  

1.1.3.2. Validation scenarios 

The Framework is evaluated by performing experiments with different traffic load and 
application mixes and checking the resulting application specific QoE by human test users. Both 
offline as well as online testing is planned.  
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1.1.3.3. Validation tools 

The traffic management testbed of CUT depicted in Fig. 3 is used to carry out the experiments 
decribed above.  

 

eNB S-GW

HLRMME PCRF

Server

DPI Traffic Classification and QoE Measurement (Flow-specific)

Traffic Flow Manipulation (Policy Enforcement, PCEF)

Internet

P-GW

Juniper Router J2320 / M7i

ÅTraffic Flow Measurement

ÅTraffic Flow Manipulation

Å Policy Enforcement

Å Load Balancing / Path Selection

Sandvine SPC1000 / PTS8210

ÅDPI Traffic Classification

ÅTraffic Flow Manipulation

Å Policy Enforcement (PCEF)

ÅPCRF

(Router)-based microsc./macrosc. Traffic Flow Manipulation 

(Policy Enforcement, Load Balancing / Path Selection)

PCEFPCEF
PCEFPCEF

Rx

SGi

Gx

 

 

Figure 2 - Traffic Management Testbed (CUT) 

1.1.3.4. Results 

 

So far only the offline version of the video QoE monitoring has been evaluated. Therefore, we 
have shown, that the exact method of nearly reaches the same outcomes as a group of test 
persons wrote down on their notes. The throughput based estimation method has a higher 
performance, but the accuracy of the results is decreasing with the gain in processing speed. 
The combined method shows a higher processing speed as the exact method but a lower than 
the throughput based method, but there is no decrease in accuracy. The results are given in the 
following table. 
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Table 1: Video QoE Monitoring results 

  

1.1.3.5. Applicability of the results 

If the results are successful, the network-based ISAAR fraqmework might be implemented as 
shown in Fig. 3. Different implementation options are possible: separate PCRF controlled traffic 
flow manipulation by means of automated router configuration, or full integration of traffic 
classification, QoE measurement and flow manipulation into a PCC solution. 

 

1.1.3.6. Partners involved 

ISAAR is solely developed and validated by Chemnitz University of Technology (CUT) 

 

 

 

1.1.4. Improving Multipath TCP Performance by Means of Transparent 
Solutions to TCP End-Points 

1.1.4.1. Objectives 

The main objective of using more than one path to distribute TCP traffic over multiple paths is 
the aggregation of the capacities of the used paths. In addition to aggregation of the path 
capacities, in conjunction with an appropriate congestion controller, TCP data packet 
distribution may also provide means to balance the Internet congestion in a stable way.  

 

The second objective is the easy deployment of the solution. Despite the potential benefits and 
a large body of work, multipath TCP solutions could not be successfully deployed. It is because 
of the requirements from the TCP end-hosts. Operating system vendors have to include the 
solution within their TCP/IP implementations to benefit from it, which is (if not possible) hard to 
realize. Thus, our second objective is to develop multipath TCP solutions that don't require 
change in the TCP/IP protocol implementations of the end-hosts.  

 

The covered challenge is C.Tm. 4: Improve traffic load distribution. The TCP 
throughput/goodput is the major KPI parameter to show benefits of splitting TCP trafic over 
multiple paths. 
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1.1.4.2. Validation scenarios 

We will test our solution within network scenarios, in which TCP packets may be distributed via 
multiple paths. Figure 14 shows a possible network which may be used in validation of the 
developed solution.  

The network consists of two local networks (LANs) with clients and local routers (LRs). Two 
LANs are connected to each other via a core network (CN). LAN clients may have wired or 
wireless (e.g., Femtocells or LTE) interfaces. LANs are connected to the CN via multiple 
gateway (GW) links (e.g., for redundancy or since GW links have low capacities). 

 

CN consists of a mesh of backbone routers (BRs). The BRs and LRs may be connected to each 
other via wired as well as wireless links (e.g., a wireless mesh network backbone). In addition, 
LAN GW links may be connected to separate CNs (e.g., different ISP networks). 

 

 

 

Figure 15 shows two split flows in this network: data transfer from FH-2 to FH-4 and from MH-3 
to MH-1. In the flow from FH-2 to FH-4, LR-2 detects the TCP connection and distributes data 
packets to its neighbors (i.e., LR-5 and LR-6). If GW links have low capacity (e.g., 1.544 Mbps 
T1 links or DSL lines) then the TCP connection may benefit from the aggregated capacities of 
both GW links. In addition, since split point is outside of the end-hosts, the deployment will be 
easier. All of these concepts may be applied in the reverse direction, for the connection 
between MH-3 and MH-1. 

 

 

Figure 14. Network with Multiple Gateways (GWs) 

 

Figure 3 - Network with Multiple Gateways (GWs) 
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1.1.4.3. Validation tools 

NCTUns simulation and emulation tool will be used in evaluating our solution. NCTUns 
simulator will be used to construct scenarios which allow distribution of TCP traffic over multiple 
paths. NCTUns emulation will be used to test our solution with different operating system 
implementations of TCP sender. 

 

1.1.4.4. Expected results 

Increase in TCP throughput is main expectation from the results. We expect increase in TCP 
throughput proportional to the number of multiple paths used since each path adds its capacity 
to the available capacity to the TCP.  

1.1.4.5. Results 

We have constructed NCTUns emulation scenario shown in Figure 6 based on the architecture 
shown in Figure 16: 

 Our solution (i.e., DUPACK Estimation and Filtering (DEF) algorithm) is transparent to 
TCP end points. Thus, DEF must effectively work with TCP implementations of various 
operating systems (OSs). Different OSs may use different variants of TCP by default or 
support different TCP variants which may be set by the end-users [1]. Thus, we used 
TCP sender as an external machine and tested DEF performance by using TCP sender 
as a host that runs one of the following OSs from different OS families: Microsoft 
Windows XP Professional Version 2002 Service Pack 3 (Windows), Ubuntu 11.04 
(Linux), and PC-BSD 8.2 (BSD). 

 There are 4 routers within the local backbone (nodes 2 to 5). The links between the 
routers have 10Mbps capacity and 3ms delay. Node 2 is used as the split point. It 
distributes TCP data packets to multiple paths based on round-robin (RR) scheduling. 
The results are collected either by using DEF algorithm or pure RR scheduling on the 
split point. In packet distribution, either 2 or 3 paths are used.  

 Local backbone is connected to the Internet via 3 GW links, each with a capacity of 
1.544 Mbps (as in T1) and a delay of 5ms. 

 Out-of-order packet arrivals are generated by using Internet paths with different delays. 
Upper path is the default path with delay of D1 = 10 ms. In two paths experiments, 
paths with delays D1 and D2 are used. In 3 paths experiments, paths with delays D1, 
D2, and D3 are used. D1, D2 and D3 are set as shown in Table 2. 

 TCP receiver is a simulated node that downloads data from the TCP sender for 600 
seconds. TCP goodput is calculated by dividing downloaded amount of data to the 
download time. 

 

Figure 15. Two Split TCP Flows 

 

Figure 4 - Two Split TCP Flows 

 




















































































